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aapter 12 IHNTroduction

1.1 Document Overview

This document describes the architecture and interface of Signaling Gateway Client, also
known throughout this manual as SGC.

1.2 Scope

The manua is organized into the following chapters describing the Signaling Gateway

You are P
Here lient:

» Chapter 1: Introduction - introduces this manua, including specific notations and
conventions used in the manua, and related documents and references.

* Chapter 2: Overview - provides an overview of the Signaling Gateway Client that describes
the architecture, key concepts, and features of the Signding Gateway Client.

* Chapter 3: Distributed7 Overview - provides an overview of the Distributed7 software
platform.

* Chapter 4: Concepts - provides agenera overview of SS7, the Signaling Gateway Client
managed object concepts, and the Product Specifications.

* Chapter 5: Ingtdlation - has the stepsto ingtall the Distributed7 and Signaling Gateway

Client software.

» Chapter 6: Operations, Administration, and M aintenance - provides an in depth
discussion of how the Signdling Gateway Client system operates. Steps are included for the
initidl usage prior to gpplication development. Also included isasample configuration

section that describes and provides examples of the usage of MML sessions and commands
for SS7 and M3UA configuration.

* Chapter 7. MML Commands - provides reference information for the Signaling Gateway
Client service provisoning, satistics, generd system, and Managed Objectsincluding
syntax and usage and a set of common UNIX commands

* Chapter 9: User Commands - documents the user commands (scripts) that come with the
Signding Gateway Client software.

* Chapter 10: Maintenance and Troubleshooting - identifies the Signaling Gateway Client
adarms and troubleshooting toals.

* Appendix A: - lists Signdling Gateway Client abbreviations, common SS7 and
telecommuni cation industry acronyms.

v
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1.3 How to Use this Manual

The Sgnaling Gateway Client User Manual isintended for use by the operator during
operation, configuration, and maintenance of the software and to aid with application
development. This manual and al documents referenced within are required for proper
operation.

1.4 Notations and Conventions

This paragraph describes the notations and conventions that are used in this manual.
Conventions have been established for commands and file names, window names and
heading names, acronyms, mnemonics, and alert messages. Each of these conventionsis
described in a subsection that follows.

1.4.1 Revisions and Updates

NewNet Communication Technologies seeks to provide total quality and customer
satisfaction through continuous improvement. Toward that goal, revisions to the manual will
occur from time to time due to software enhancements or documentation enhancements.
Documentation changes will be included in the release notes for software point rel eases.

1.4.2 Alert Messages

ANSI A535 specifications define specific words and icons that alert the reader to dangerous
situations that may result in injury to aperson or the equipment. These have been adapted
for use with NewNet Communication Technologies software.

’ I mportant: Recommendations, guidance, hints, tips, and shortcutsto alert readersto
Iv Situations and procedures that, if not followed properly, may complicate or prevent proper
operation of the software.

Caution: Stuations that, if not avoided, may corrupt the software or stop
itentirely.

Notice: Stuationsthat, if not avoided, may cause damage to the equipment.
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1.5 Related Documents and References

This paragraph lists the related documents that are beyond the scope of the
Signaling Gateway Client manual set. The documents listed below are referenced from this
manual, and contain additional information that may be helpful to the user:

* Framework Architecture for Signaling Transport, RFC 2719, Oct 1999

» SS7 MTP3-User Adaptation Layer (M3UA), RFC 3332, September 2002

* SS7 MTP3-User Adaptation Layer (M3UA), RFC 4666, September 2006

* M3UA Implementor’ s Guide, draft-ietf-s gtran-m3ua-implementors-guide-01.txt

* M3UA SG-SG Communication, draft-bidas-sigtran-sgsg-01.txt, September 2002

* Stream Control Transmission Protocol (SCTP), RFC 2960, Oct 2000

* Stream Control Transmission Protocol (SCTP) Implementers Guide, draft-ietf-
tsvwg-sctpimpguide-06.txt, May 2002

» Stream Control Transmission Protocol (SCTP) Checksum Change, RFC 3309, September
2002

* SNMPv1, RFC 1157

* SNMPv2 RFC 1905, RFC 1906

« Distributed7™ Manua Set CD-ROM, 27@@-1796-211

« Signding Gateway ™ User Manual, 160-2001-01

* Draft RFC 3332 his, Signdling System 7 (SS7) Message Transfer Part 3 (MTP3)--User
Adaptation Layer (M3UA), September 2004.
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Chapter 2: OverVI eW

2.1 Chapter Overview

This chapter presents an overview of SS7, SIGTRAN, and Signaling Gateway Client’s
architecture and features.

2.1.1 SS7 Overview

Signaling System Number 7 (SS7) isthe protocol for sending signalsin adigital network
instead of using voice connections. This protocol isaset of rulesthat define the exchange
of Switched Circuit Network (SCN) native signaling information between SS7 network
elements and the Public Switched Telephone Network (PSTN). The SS7 protocol defines
the sequence in which SCN signaling is sent using transmission paths called links. Figure
2-1 shows the SS7 network architecture and is followed by brief explanations of the labels

shown in the diagram.
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Figure 2-1: SS7 Network Architecture

The following describes the acronyms and labels used in Figure 2-1:

» STP or Signaling Transfer Point isthe router in an SS7 network that sends and receives
SS7 sgnasto and from other sgnding points. STPs are dways paired for redundancy, so
that if one of the pair is not functioning then the other one handlesthe load.

 SP or Signaling Point, isany nodein an SS7 network that is capable of sending and
recelving SS7 sgnds. It isageneric term that is used when what anode doesiis not
important. STP, SSP and SCP are dl sgnding points. STPs must be located in different
geographic locations to ensure redundancy, but any other SP may be in the same geographic
location asan STP. Each SP dways hasitsown Signaing Point Code (SPC), whichiisits
network address.

* SSP or Service Switching Point, isasignaling point that handles cal set up, stopscall
processing if necessary, queries databases (such as 8@ numbers or credit card
verification), and responds appropriately to the result of adatabase query.

Page 2 6
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» SCP or Service Control Point, isasignding point that acts as the front end of a database
by handling queries and sending the answer back to the requesting node. An SCPhasa
mechanism to retrieve datafrom a database in aformat that the requesting node can use. An
SCP may or may not bein the same location as the database.

Note: A Sgnaling End Point, SEP, isany location in the SS7 network that originates and/
or terminates SS7 messages. This generic termis useful only to discuss SS7 architecture

without the need to define the specific functions of a node. Therefore, other terms (SSP,
P, IP, etc.) more fully define what happens at the node, but all are SEPs.

* Links are the transmission paths between locations in an SS7 network. They arereferred to
by theletters A through F, and these | etters represent what the links do:

- A Links Access Links give signaling points access to the SS7 network.

- B Links Bridge Links connect pairs of STPsin every possible way to create a

bridge between the two.

- C Links Cross Links are the links that connect STP pairs and allow messages to
cross over from oneto the other. They are required to providean STP's

redundancy.

- D Links Diagonal Links connect two different levelsin an SS7 network in every
possible way. The hierarchy in SS7 is conceptual and represented in
diagrams by placing STPs at a higher level, above STPs at alower level.
Going from local to regional STPs, or regiona to national STPs are
examples of SS7’s conceptua hierarchy. The links are aways diagonal
lines to connect the two levels, one higher than the other in drawings.

- E Links Extended Links connect an SP to an STP in another areato extend a
signaling point’ s routing flexibility. An E link provides accessto the
network likean A link, but is called an E link because it extendsan SP's

routing flexibility beyond the accessan A Link provides.

- F Links Fully Associated Links connect two locations to specifically isolate
their communication from the network so that it is a direct connection.

2.1.1.1 SS7 Protocol Stack
Figure 2-2 isastandard diagram of the first three functional layers of SS7 that deal with a
message just about to be transmitted over the links, or one just received from the links.
Thesethreelevels are Message Transfer Part (MTP) Levels 1, 2 and 3, or MTP1, MTP2
and MTP3. Stacked abovethe MTP 1, 2 and 3 layers of the User Partsarethe Level 4 User
Parts, as shown in Figure 2-2:
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Message Transfer Part (MTP)

SS7’sMTP layers are the base of the SS7 stack:

* MTP Leve 1 definesthe physicdl, eectrical and functional characteristics of the signaling
link. Thisleve requiresthat alink must be bi-directiona.

* MTP Leve 2 providesthe reliable transfer of signaling information between two adjacent
signding points. It isthelast to handle messages being transmitted and thefirst to handle
messages being received. It monitorslinks and reports on their satus, checksthe integrity of
messages, discards bad messages, requests copies of discarded messages, acknowledges
good messages, placeslinksin service and restores links that have been taken out of service.
It reports most of what it doesto MTP Leve 3.

* MTP Level 3 defines signaling message handling procedures and signaling network
management functions. It isresponsiblefor:

- Sgnal Message Handling controls message discrimination (routing to and from
MTP Level 2) and message distribution (routing to and from Level 4 User Parts).

- Sgnaling Network Management manages traffic, links, routing and congestion
flow control.

Level 4 User Parts

The SS7 Leve 4 User Parts define the messages and procedures for a particular application
running on top of MTP. The following describes the standard Level 4 User Parts:

Page 2 8
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» Sgnaling Connection Control Part (SCCP) - extends the addressing capability of MTP
and establishes non-circuit related signaing connections. It aso controls database
redundancy.

* Transaction Capabilities Application Part (TCAP) - defines non-circuit related protocol
over SCCP, such as database queries.

* Integrated Services Digital Network User Part (ISUP) - definesthe protocol to control
circuit-switched servicesin the Integrated Services Digital Network (ISDN). This part
provides the functions for handling tel ephone-cal-related messaging that is sent from
switch to switch in avoice network.

Thefollowing diagram illustrates one example of how the SS7 stack works with
applications.

Application Application

4 ¥a
1 L]
I

TcAPl Tcapl 1

cAR I ISUP GARp ISUP
. — —
scep ! sccp

e I r‘ I scci
' ly MIP3 { MTP3

FeNTP 2

Y wMTP1 , § MTP1 I

|

a2 e SS7 Netw ork
STP

Figure 2-3: SS7 Stack Working with Applications

Note: Figure 2-3 does not show the message flow passing through | SUP because the
exampl e does not involve switching in a voice network.
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2.1.2 SIGTRAN Overview

The Internet Engineering Task Force (IETF) SIGTRAN MTP3 User Adaptation Layer
(M3UA) draft protocol defines:

» the conversion of MTP3 messages to M3UA messages, without affecting MTP3 user
sgnding, such asISUP and SCCP, and vice versa.

» the procedures for transporting M3UA messages between two end points using Streams
Control Transmission Protocol (SCTP). SCTPisardiable trangport protocol operating on
top of aconnectionless packet network, such asthe IP network.

The SIGTRAN protocol uses the concepts and terms listed in the following subsections.

2.1.2.1 Signaling Gateway (SG)

An SGisasignaling agent that receives and sends SCN native signaling between the SS7
and IP networks. It appears to the SS7 network as an SS7 Signaling Point that is addressed
with aunique Point Code (PC). It is aso represents a set of nodes in the |P domain to the
SS7 network for routing purposes between the two networks.

» An SG has one or more Signaling Gateway Processes (SGP), and usualy one or moreis
actively processing traffic.
* An SGiscapable of routing SS7 user traffic destined for one or more logicd entities, which
arereferred to as Application Servers (AS) in the IP domain.

2.1.2.2 Signaling Gateway Process (SGP)

An SGP isaprocessinstance of the SG. It uses M3UA and SCTP to communicate with the
Application Server Process (ASP) in the P domain.

2.1.2.3 Application Server (AS)

An ASisalogical entity serving aunique route key. A route key consists of a set of SS7
parameters that define arange of traffic handled by the AS. An example of an ASisa
virtual switch element handling all call processing for a unique range of PSTN trunks
identified by an SS7 route key combination of SIO/DPC/OPC/CIC range. An AS consists
of one or more Application Server Processes (ASP), of which one or moreis normally
actively processing traffic.

2.1.2.4 Application Server Process (ASP)

An ASPisaprocessinstance of an AS. It uses M3UA and SCTP to communicate with the
SGP. An ASP can serve as an active or standby processin an AS. It can aso serve more
than one AS (i.e., route key).

2.1.2.5IP Server Process (IPSP)

A process instance of an | P-based application. An IPSPis essentially the same asan ASP,
except that it uses M3UA in a point-to-point fashion. Conceptually, an IPSP does not use the
services of a Signalling Gateway node.
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2.1.2.6 IP Application Server (IPAS)

An IP-based application server. An IPASis essentidly the sameasan AS, except that it uses
IPSPsinstead of ASPs.

2.1.2.7 SCTP Association

The SGP and ASP are viewed as signaling process end points between which an SCTP
association is established. The association provides the transport for the delivery of M3UA
messages between SGP and ASP.

2.1.2.8 Signaling Point Management Cluster (SPMC)

An SPMC isacomplete set of ASsrepresented to the SS7 network under one specific SS7
Point Code of one specific Network Appearance. The Network Appearance uniquely
identifies an SS7 network. See RFC 3332 for more information on the IETF SIGTRAN.

2.1.3 NewNet Communication Technologies’ Signaling Gateway
Suite

Signaling Gateway Client is part of the NewNet Communication Technologies Signaling
Gateway Suite that includes the Signaling Gateway and the Signaling Gateway Client.
Together, the two products provide a complete SS7 over I P interworking solution. Both the
Signaling Gateway and Signaling Gateway Client are ANSI/ITU SS7 and IETF SIGTRAN
compliant.

* Signaling Gateway isasignaling gateway between the SS7 and | P networks and it
extends M TP service to remote SS7 User Parts using M3UA over SCTP. Please seethe
Sgnaling Gateway™ User Manual for more information.

» Sgnding Gateway Client provides SS7 User Part services, such as1SUP, SCCP and TCAP, to
| P-based applications such asthe Media Gateway Controller (MGC) or an 1P-based Home
Location Register (HLR). The Signaling Gateway Client solution offers user gpplicationsin
the IP domain the ability to use SS7 services without having to focus on protocol
conversion.

Although part of the Suite, Signaling Gateway Client can also be deployed without
Signaling Gateway, it is designed to integrate with an SS7 network that is ANSI/ITU
compliant, and with any signaling gateways or signaling gateway clientsthat are IETF
SIGTRAN compliant.

The following illustrates the Signaling Gateway Suite’ s internetworking solution for
communicating between the SS7 and I P networks:
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2.2 Signaling Gateway Client Features and

Capabilities

2.2.1 SS7-1P Interworking

Thefollowing figure illustrates the SS7-1P interworking solution.

SRR

i SG - =~ ASP £ - ASP
1 | UserApp | UserApp |
D7 SGP —_— b
............. NIF SGC —— === SGC
| User Part User Part g
M3UA e
MTP 3 M3UA M3UA IP Network M3UA M3UA
i MTP 2 SCTP SCTP SCTP
i I
1 MTP 1 IP P IP
] l |
SS7 Network IP Network

Figure 2-5: SS7-IP Interworking

2.2.2 Message Distribution

2.2.2.1 Address Translation and Mapping

The SGC maintains an internal routing table consisting of routing keys with references to
the ASs. A routing key is unique for an Application Server within the SGC's context. The
operator provisions the routing keys through the administrative interface as explained in the
following sections. The routing key defined for an AS can be one of the following
combinations:

- DPC

« DPC - SIO

« DPC-SO-CIC

* DPC - OPC

* DPC - OPC - SIO

*« DPC-OPC-ISUPCIC
The operator can define one or more ranges for ISUP CIC, and OPC fieldsin asingle route
key.
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2.2.2.2 Traffic Distribution

IP to MTP3 User Part

Incoming messages received at the ASP are trandated into MTP3 User Part primitives
through M3UA.. Based on the message content, the AS value is determined for the received
message. The message is converted to the Distributed7 format and forwarded to the user part
running on the SP which matches the calculated AS value. In the distributed mode any ASP
is capable of receiving the traffic from I P direction. Each ASP follows the same procedure
and forwards the incoming messages to the MTP3 user parts. Please note that an ASP can
recelve messages from either gateways (SGP) or other clients (IPSP).

MTP3 User Part to IP

Outgoing MTP3 User Part messages are dispatched to an ASP instance. The ASP then finds
out the RK (Routing Key) value for the outgoing message. Every provisioned ASP RK
either pointsto a SGP or an IPSP. If the message is destined for an SGP, it is sent to the SGP
or forwarded to another ASP if the DPC of the message is not reachable from the ASP itself.
In the case of an RK provisioned for an IPSP, the message is routed towards that | PSP.

ASP Sdection

In the standalone mode there is always one active ASP instance so that the selection of the
ASP isstraightforward.

On the other hand, in the distributed mode there are multiple ASPs actively processing
traffic. First, the selection of the ASP should ensure aloadsharing mechanism while
preserving the message ordering when necessary. Also, a any given time, each ASP may
have a different SG (IPSP) connectivity view. This may be caused by afailed connection
from an ASPto a particular SGP (IPSP), or the connectivity of an ASP to a particular SGP
(IPSP) may have been taken down for administration purposes. Whatever the reason, there
isapossihility that each ASP may be processing different ranges of SS7 traffic at any given
time. Hence, an ASP instance that is capable of handling the message should be selected.

Signaling Gateway Client is configured to direct the outgoing MTP3 User Part primitivesto
the closest ASP instance. This ensures the sequenced delivery of the outgoing messages. In
other words, the messages from a particular user part process are aways forwarded to the
same ASP. This approach avoids the rerouting of the messagesto the extent possible,
guarantees sequenced delivery of the messages, and distributes the load evenly among the
cluster members. Nevertheless, if an ASP is unable to process a certain range of traffic as
described in the previous paragraph, the messages are forwarded to an aternative ASP,
which can handle the messages.

ASP'sinterna routing function makes sure that the messages are aways forwarded to the
same ASP instance, as long as that instance is available. Also, the routing function

mai ntains the reachability information for each SGP (1PSP) instance dynamically. If the
routing function fails to locate an ASP instance for a particular message, that message is
discarded and an alarm is generated.

Page 2 14
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SG Sdlection

Once the message isreceived at the ASP, it isforwarded to an appropriate SG according to
the DPC reachability status.

An SG contains a set of SGPs processing traffic for the same set of SS7 DPCs. These SGPs
may work in override or loadsharing mode. The mode of operation is configurable at the
SGC. Depending on the mode of operation, configuration changes, fail-over mechanisms
and availability status of the SGPs of an SG changes dynamically. The SGC monitors the
status of al SGPs.

When SGPs are working in override mode, the SGC always directs the SS7 traffic to the
active SGP. When SGPs are working in loadsharing mode, it distributes the traffic to the
actively available SGPs. The distribution is done according to an agorithm based on the
SLSvalue. Hence, the ordered delivery of the messages to the SGPs is guaranteed.

Also, there may be more than one SG provisioned for the same set of DPCs. In that case
SGC is capable of selecting the SG depending on the configured selection method. That
selection method may be loadshare, which tells the ASP to distribute the traffic to different
SGs evenly, or it may be override method, which tells the ASP to send the traffic to the
primary SG aslong asitisdive.
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2.2.3 Reliability
The two most important aspects of reliability are high availability and fault tolerance.

2.2.3.1 High Availability

Signaling Gateway Client offers high availability by distributing traffic and configuration
data over multiple hosts:

* User Part digtribution - User Part are distributed across al hosts. When User Part serviceis
not availablein one of the hodts, traffic isautomaticaly rerouted to the other host. Necessary
information is synchronized among the hogts to preventstheloss of existing callsand
transactions.

* Multiple ASPs - IPSP and ASP arelogical functions of an SGC. Each SGC can act asan
ASP and/or as an | PSP, so when we are talking about one SGC ingtance on aparticular hog,
it acts as an ASP when interfacing with an SG (SGP) but acts as an IPSP when interfacing
with another SGC (IPSP).

Each host in an Signding Gateway Client cluster is seen asa separate ASP or |PSP entity as
seen from the M3UA. Multiple ASPs or IPSPs serving the same AS or IPASresult in
redundancy on the M3UA levd.

* Configuration distribution - al configuration databases are replicated and synchronized
acrossdl hogts, and are ble from any hogt in the clugter through the OAM interface.

2.2.3.2 Fault Tolerance

Signaling Gateway Client isfault tolerant in the following ways:

» Redundant LAN Cluster - Dual LAN interfaceis provided for cluster communication to
increase redundancy. Communication is possible through the redundant LAN should any
LAN fail.

» SCTP Multihoming - SCTP supports multihoming where multiple | P addresses can be
defined for each SGP-A SP association. The redundant interface prevents single-point-of -
falure should any IP interfacefail.

» Multiple ASPs and internal message routing among ASPs - when an ASP losesiits
connection to the SGP, messages are rerouted to other ASPs. This avoids asingle-point-of-
failure should any ASP loseits SCTP connection.
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<.2.4 Fault Management

Signaling Gateway Client has the following fault management functions:

* Application Process Management (APM) - the APM feature provides automatic
coordination of platform startup and shutdown. APM a so provides continuous process
monitoring such that whenever aprocessfails, it isrestarted automaticaly and
ingtantaneoudy without human intervention.

 Automatic startup - automeatic application startup can be enabled so that al application
processes start automaticaly following a system reboot. Thisis useful when a power failure
OCCUIS.

* Alarm reporting - all components of Signaling Gateway Client have built-in fault detection.
Andamisgenerated and the faulty event islogged whenever a software, operating system
or network failureis detected. Alarm reporting can be configured so that the darm message
Issent elther to the console, log file, or asan SNMP trap to amanagement station.

2.2.5 Troubleshooting Tools
Signaling Gateway Client has alarm reporting, daily event log file and runtime tracing

utility
for troubleshooting.

2.2.6 Security

Signding Gateway Client has the following security features:

» User Access - redtricted system accessis provided through the UNIX password-protected
user account. Only the adminigtrator or the superuser hasthe privilegesto administer and
maintain the system.

» Trangport Security - the use of SCTP alows the support of transport related security
features such as protection againgt Blind Denid of Service Attacks, flooding or blind

masguerade.
When the network involves more than one party, it is recommended to use | Psec to ensure
confidentiality of user payload.
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2.3 Signaling Gateway Client Interfaces

Signding Gateway Client runs on adistributed platform that supports up to eight hosts, which
form acluster. Figure 2-6 illustrates the four interfaces of Signaling Gateway Client:

 User application interface (A)
» SCTP network interface (B)
* Cluster LAN interface (C)

* OAM interface (D)

e, ——

- "1‘.;-"
s / IP Network

SGP

SCTP SCTP
‘D
OA.M - . ASP-M3UA C
Terminal -
Cluster LAN
SS7 User SS7 User
Parts Parts

Host 1 Host 2
! T T
{

User Application

Figure 2-6: Signaling Gateway Client Interfaces
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2.3.7 User Application Interface

User applications use the Distributed7 APIsto get the platform services. The services
include the SS7 communications (MTP3, ISUP, TCAP, SCCP), alarms, logging, tracing,
distributed service, enhanced IPC, provisioning, and other services as explained in [14].
SGC does not impose any changes in the existing Distributed7 APIs. Hence existing
Distributed7 applications run on SGC without modification. From the operational
perspective, the only change for a Distributed7 user isto replace the MTP provisioning with
Signaling Gateway Client provisioning.

The following Distributed7 APIs are available to the user: MTP, ISUP, TCAP, SCCP, GSM
MAP, DSM, DKM, DRA, OAM, SPM, and Alarm.

2.3.8 SCTP Interface

Signding Gateway Client communicates with the SGPs through SCTP. SCTP provides
reliable transport of packets over IP. IPsec, which is supported by Solaris OS, may be used
for enhanced security.

With the multihoming support provided by SCTP, an SGP and an ASP can communicate
over an SCTP association using more than one | P address. Any failure of an IP address
causes afail-over to aternative addresses. Each host can have multiple | P addresses
specified for this purpose.

2.3.9 OAM Interface

Signaling Gateway Client provides OAM interfaces for system configuration and
administration. Protocol parameters and application attributes are model ed as Managed
Objects (MO) and can be managed through the following interfaces:

* Man Machine Interface (MMI) - atext-based interface based on the standard ITU Z-315
MML syntax. OAM functions can be performed from a system console, such asadumb
terminal, connected to the serid port of the hogt, or from aremote virtua terminal
connection such asatelnet or rlogin sesson.

» Simple Network Management Protocol (SNMP) versions 1 and 2 - OAM functions can be
performed from an SNM P management console.

* AccessMOB - A GUI tool that enables configuration of the MOs.

In addition, there are several utilities and scripts provided for system startup, shutdown,
software upgrade, tracing, etc.

2.3.10 Cluster LAN Interface

The distributed hosts in the cluster are connected to each other through a private LAN
based on TCP/IP. The distributed hosts exchange data related to service distribution,
database synchronization and management messages through the cluster interface.

For added redundancy, the cluster interface is made up of adual LAN network, in which
each host has access to both LANS through separate Ethernet interfaces.
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It isrecommended that the cluster LAN be separated from the SCTP interface or any other
network to be sure that the performance and integrity of the distributed platformis not
affected.

2.4 SoftwareComponents

The Signaling Gateway Client system has the following software components.

« Digtributed? - a distributed, open-architecture, high-performance, rea-time and scalable
SS7 application development platform.

» Signaling Gateway Client Core - an IETF SIGTRAN-based signaling gateway client that
provides M3UA and SCTP sarvicesfor transporting SS7 user traffic to and from M3UA-
based SGs.

Signaling Gateway Client runs on the Sun Solaris 10 operating system. The following

illustrates the high-level software architecture:

Signaling Gateway Client

Distributed7

“ISUPT “ISUP/ .

/ / s SS7
| TCAP/ TCAP/ EREwaEwm User
“ SccpP . % SCCP ./ Parts

<>0

OAM Terminal

Legend:

SCTP Str eam C ontrol Transmission Pr otocol
ASP Application Server Process

MTP Message Transfer Part

UPM User-part Muttiplexer

SP Signalling Point

OAM Oper ations, Administr ation and Maintenance
ISUP  ISDN User Part

SCCP  Signalling C onnection C ontr ol Par t

TCAP  Transaction C apabilities Applications Part
IPSP Internet Protocol Security Protocol

Figure 2-7: Signaling Gateway Client Software Architecture
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2.5 Capacity

Signaling Gateway Client supports adistributed, load sharing platform over a maximum

of
rabie Z-1I7 Capacity ANSI/ITU
destination point Codﬁ P(gr?lf/l :rceﬁab”lty) 2048
IMTP 2048
destinations behind link sets ou
links &4
link sets 16
ggl natlo P{grgs 8192
SCCP 256
3 ihsystems per dedtination 81%2
concerned point codes per g ihsystem 16
glohal titletypes 256
trand atian types per glohdl titletype 16384
multaneaus open SCCP connections 16
ot mi lﬂ%trl‘l%lﬁg'wn ly processes per system 2048
I1SUP 3040
circuit groups per destination 8192
rntal trunk nrnl psfor dl destinations 32
m Icl n¥< percl X‘Pﬁeq’nl |n09ues 262144
TCAP 31
ﬁgnﬁ.“Q%ROI of thesame g |hq/cmm 8
INE [Maximum number of IPSPs 256
|PSP 2048
Maximum numbper of |PASs °
Mz e of A fogBn o 8
SYSTEM 2
IMaximum-nomber-efHP-addressesper-hesfer SCHR
interface 2048
|IMaximum number of AS
I(nnly 8 DPCs can be used during A S configuratian) 16

Maximum number of SGP peers
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Chapter 3: DIStrI bUtGd? OVGFVIGW

3.1 ChapterOverview

This chapter provides an overview of the Distributed?7 software platform.

3.2 GeneralDescription

Distributed? is an open-architecture, real-time, scalable, reliable, and high-performance
telecommunications application devel opment platform that provides arapid development
and deployment environment for service providers in the telecommunications domain.
Distributed7 provides value-added application components on open-architecture computer
platforms, and integrates industry standard boards into computers with standard backplanes.

The Distributed7 platform is a collection of telecommunications software building blocks
suchas SS7 (MTP, SCCP, TCAP, ISUP), 1IS41, GSM-MAP Interface, and GSM
A-Interface. The building blocks are implemented on industry-standard, open-architecture
platforms and the UNIX operating system. The platform frequently takes advantage of
UNIX STREAMSto provide atruly layered software architecture, modularity, and
performance (See Figure 3-1).

Using afast-packet switch software backplane implemented in UNIX STREAMS, the
Distributed7 software also provides I nter-Process Communications (1PC) and extended
timer facilities essential for telecommunications applications. The services of Distributed7
are available to applications through dynamic binding and a series of Applications
Programming Interface (API) library calls. Consistent with its object-oriented architecture
and rapid, ssimple application development philosophy, Distributed7 supports protocol-
related communications and | PC on the same application interface.
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_-applications®
— \
h

Figure 3-1: Distributed7 Layered Architecture

3.3 Features

3.3.1 UNIX Open-Architecture

The Distributed? software runs on open-architecture UNIX platforms and takes advantage
of the UNIX STREAMS framework and symmetric multiprocessor (SMP) capabilities.

Page 3 24 Copyright ¥ NewNet Communication Technologies



160-3001-01 Signaling Gateway Client User
Manual

S.9.Z2 Lommon Channel signaling system No. 7

The Distributed? software environment provides the building blocks and development tools
needed for the dynamic creation and support of SS7 network signaling applications. All

layers of the SS7 protocol stack are fully integrated, and are available as modules that can
be added on as needed.

3.3.2.1 Message Transfer Part

The Distributed7/M TP provides the signaling data link functions and procedures related to
reliable, real-time message routing and signaling network management. The Distributed7/
MTP supports all signaling end point (SEP) and signaling transfer point (STP) procedures,
and comes with an Application Programming Interface (API) accessible with C or C++
programming languages.

3.3.2.2 Signaling Connection Control Part

The Distributed7/SCCP enhances the services of the M TP to provide immediate
connectionless network services and address trand ation capabilities for advanced voice,
data, ISDN, and cellular services. The Distributed7/SCCP supports Class 0 and Class 1
connectionless services, Class 2 connection-oriented services, globd title trandation, and
subsystem management. It comes with an APl accessible with C or C++ programming
languages.

3.3.2.3 Transaction Capabilities Application Part

The Distributed7/TCAP provides the capability for alarge variety of distributed
applications to invoke procedures at remote locations distributed across the SS7 network.
The Distributed7/TCAP supports transaction- and component-handling capabilities. It also
supports aload sharing feature between multiple instances of the same application. The
Distributed7/TCAP services are available by means of an API accessible with C or C++
programming languages.

Distributed7 alows TCAP applications to select between SCCP and TCP/IP transport
service providers when using the TCAP protocol. It also supports TCP/IP connectivity to
third-party hogts, i.e., hosts that are not equipped with the Distributed7 software.

3.3.2.4 ISDN User Part

The Distributed7/I SUP provides control of circuit-switched network connections including
basic voice, data, and supplementary services such as calling line identification, closed user
groups, and user-to-user signaling. The Distributed7/1SUP supports all signaling procedures
for call processing and circuit maintenance and recovery, and comes with easy-to-use call
control and maintenance APIs accessible with C or C++ programming languages.

3.3.2.5 Operations, Maintenance, and Application Part

The Distributed7/OM AP provides interactive testing and maintenance functions to monitor,

control, and coordinate resources through the layers of the SS7 protocol. The Distributed7/

OMAP comes with an Application Programming Interface (API) accessible with C or C++
programming languages.
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3.3.2.6 Distributed SS7 Stack Operations

The Distributed7 software provides the functionality for distributed systems operationsin
the MTP, SCCP, TCAP, and ISUP Layers.

3.3.3 Platform Services

3.3.3.1 Core Capabilities

The Distributed7 SPM library provides application programs executing under a distributed
environment with a set of basic functionsto:

* register/deregister with the Distributed7 environment

* retrieve information about other applications

* send/receive |PC and/or SS7 messages

* detect various internal events and perform asynchronous I/O processing

* report/analyze error conditions that may be encountered during operation

* deactivate/activate debug features such as message logging and/or loopback

As part of the distributed environment, the Distributed7 SPM library also includes such
functionality as:

* exclusive registration capability

* local vs. network-based registration

 multiple ingtantiations of an object

« load-sharing among multiple instances of an object
« active vs. standby mode of operation

* distributed I1PC/SS7 messaging

» message broadcast capability

« normal vs. expedited [out-of-band] messaging

* selective message retrieval capability

* extended interna event management mechanism

« improved message |ogging and loopback capabilities

Rdated Information

* Chapter 2: SPM API Programming Guide in the Sgnaling Gateway Client Client
Development Manual
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Registration

In the Distributed?7 environment, applications establish a service end point through a
selected module and bind an address to that service end point—a step called registration.
This step allows object-oriented dynamic binding of applications to the environment,
creating the opportunity to seamlessy add new services or replace old services with
enhanced versions.

Distributed7 supports named object and SS7 object registration, exclusive vs. non-exclusive
registration, and local vs. global (network-based) registration. This release of Distributed7
also supports other object categories in addition to the named object and SS7 object
categories. All these capabilities help better classify different types of system/application
programs running under adistributed environment.

Rdated | nformation

* Chapter 2: SPM APl Programming Guide in the Sgnaling Gateway Client Client
Development Manual

Messaging

Distributed?7 allows applications operating under a distributed environment to exchange
inter-process communication (IPC) messages in alocation-transparent manner. That is,
when an application sends messages to another application, it need not specify the host on
which the receiving application is running. In case the receiving application features
multiple instances, the system uses a built-in algorithm to |oad-share successive messages
among active instances of the object. Capabilities are also provided to bypass the built-in
load-share algorithm and send messages to a designated instance at all times.

In addition, Distributed7 features a multitude of new messaging related capabilities. These
capabilitiesinclude broadcasting messages to multiple instances of an object, forwarding an
IPC/SS7 message to a specified object, prioritizing messages being sent by an object, i.e.,
normal vs. out-of-band or IPC vs. SS7 messages, and the ability to retrieve messages
waiting on queue in a somewhat selective manner, e.g., based on priority-band information.

Timer Services

In the telecommunications domain, timers are important. Distributed7 extends the standard
UNIX timer servicesto provide areal-time, high-resolution timer handling facility. It is
based on a deferred message delivery mechanism that allows multiple timersto be
simultaneoudly active. The deferred messages are delivered to the applications through the
normal Distributed7 application interface. Distributed7 supports deferred message delivery
for both |PC and SS7 messages.

Event Management

Distributed? features a powerful set of event triggering and notification tools. Using events,
applications running under a distributed environment can be informed asynchronously
about on-going activitiesin the system. In addition to the standard STREAMS events,
Distributed7 supports a new set of non-STREAMS events that allows different types of
activities on the system to be detected and acted upon. Examples include start-up/
termination of specified system/application processes on local/remote hosts, connection/
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teardown of TCP/IP connections to a specified remote host, and attachment/detachment of
SS7 signaling hardware on a specified host. Lastly, applications can communicate with each
other using user-defined events, which can be viewed as an extension of the UNIX signaling
mechanism.

Logging Services

Distributed7 alows messages injected by an application vs. messages destined to that
application to be logged in an independent manner. Furthermore, capabilities are provided to
log messages injected vs. messages delivered by/to an application at user-specified
destinations, which may be different from the standard log daemon process.

The message log daemon (logd) that is available as part of the Distributed7 product is now
capable of providing detailed information about the whereabouts of a message being logged,
i.e., whether the message was travelling in the upstream or downstream direction, aswell as
at which STREAMS multiplexer it is being logged. All these capabilities hold more
thorough debugging sessions.

Loopback Services

Distributed7 supports a built-in loopback feature that causes an application’s message traffic
to be diverted to a selectable address, such as a screen or afile, providing powerful
monitoring and validation capabilities. This feature can be activated dynamically by any
application or amanagement interface. For this release, message |oopback capabilities have
been enhanced to alow messages injected by an application vs. messages destined to that
application to be intercepted and looped, i.e., routed, to a user-specified destination in an
independent manner.

3.3.3.2 Distributed Process Management

In the Distributed7 environment, users are allowed to create application domains on one or

more hosts comprising a distributed environment. Distributed? allows users to create

multiple application domains on a single host and manage them separately. It also allows
users to create distributed application domains that span multiple hosts and manage themin

v

the same way as managing processes on a stand-alone host.

I mportant: All process management logic is provided by the Application Process Manager
Daemon (apmd) process. The actions of the apmd can be controlled by a configuration file
to satisfy the needs of different applications/environments. By default, the apmd
configuration file contains information about how to start/stop the most essential set of
daemon processes that are instrumental in setting up a distributed processing environment.
These mandatory daemon processes must be running on every host at all times for the
correct operation of a distributed environment.
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Application Manager

Distributed7 provides advanced features such as rule-based application initialization and
recovery. These mechanisms are supported with an Application Manager on an application,
domain, and/or node basis. By defining the start-up order of any application at any pointin
time, and then utilizing heartbeat messaging to allow the exchange of state information, itis
ensured that every application will start or restart at the point it was interrupted, thus
guaranteeing service availability in the event of software failure.

Error Log

Distributed7 supports mechanismsfor hierarchical logging of call-return values on disk.
This ssimplifies problem analysis by alowing users to immediately view triggering events
and sequential cause-and-effect relationships of conditions that cause software errors.

Dynamic Trace

Distributed7 supports mechanisms for manipulation of trace categories, allowing
applications to dynamically select a category and direct any information to atrace buffer in
memory. This data can be selectively analyzed off-line based on trace categories, and then
saved on permanent storage media. This feature allows on-demand, non-intrusive
monitoring of the status of any application.

3.3.3.3 Distributed Shared Memory Management

Applications running on multiple hosts can share user-space data across Distributed Shared
Memory (DSM) segments. Implementation of the DSM framework is a pure software
implementation of the widely-known DSM paradigm, and requires no special software or
hardware arrangements other than the Distributed? product itself. Using the DSM AP
Library, applications can create DSM segments across a network of hosts and exchange
information in a transparent manner with applications running on other hosts.

3.3.3.4 Distributed Kernel Memory Management

In the Distributed7 implementation of the SS7 protocol stack, MTP, SCCP, and TCAP
protocol layers are embedded mostly in the kernel-level code. When operating under a
distributed environment, al of these protocol layers are required to maintain replicated
copies of asignificant part of their kernel-space data across multiple hostsin a consistent
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manner. The Distributed Kernel Memory (DKM) and Distributed Record Access (DRA)
support kernel-space data distribution across a distributed Distributed? product:

Host A Host B
[ Process 1 Process Data Process Process : Data
User | A ) User
Level Distributed Shared Memory Level

Modules
Modules

Modules
Modules

Multiplexers Data Multiplexers Data
Multiplexers Multiplexers

Drivers
Drivers

Drivers
Drivers

L
L

Kernel Distributed Kernel Memory Kernel
Level Distributed Record Access Level

Figure 3-2: Distributed Memory Management

» The DKM framework constitutes the primary means of maintaining replicated copies of
kernd-resdent datathat arein the form of DKM segments.

» The DRA framework fulfills the needs of database-oriented kerndl-resident Distributed7
applications. It iswith the DRA framework that akernel gpplication can view itskernd-
resident datain the form of adigtributed database, and operate onit.

3.3.3.5 Distributed Node/Configuration Management

Distributed? supports node management based on a managed object paradigm. A managed
object is an external representation of the functional and physica domain of a system with a
set of attributes and operations.

The Object Server provides generic mechanismsto create and manage data, resources, and
operations of managed objects, and enables the implementation of multiple, generic user-
presentation interfaces such as the Man-Machine Language (MML), the Graphical User
Interface (GUI), and the Simple Network Management Protocol (SNMP) Agent.

The Object Server acts as a name server, and provides access to the appropriate managed
object handler, depending on the issued request type. Using the CNFG API Programming

Page 3 30

Copyright ¥ NewNet Communication Technologies



160-3001-01 Signaling Gateway Client User
Manual

Guide, application devel opers can define and dynamically add new managed objects and
operations, and customize presentation applications, interfaces, and/or agents.

Man Machine Language

The Distributed7 platform supports MML — a CCITT Z.100 recommended syntax
command processing language — for provisioning and monitoring node characteristics.
MML supportslocal or remote execution by the operator from the command line or
standard UNIX shell scripts.

Graphical User Interface

An object-oriented GUI is available for node management using X/Moatif. The GUI
provides a hierarchical view of al the managed objects in the Distributed7 platform. Since
the information model is dynamically extensible, any changes occurring in the information
tree are dynamically accessible with the GUI.

Actions can be invoked on the managed objects by selecting the object and a corresponding
operation with easy-to-use pull-down/pop-up menus. Attributes of the managed object
instances can a so be displayed. Each action can be applied to certain managed object
instance(s) identified by special attributes called keys.

Simple Network Management Protocol

The Distributed7 platform supports the SNMP application-level protocol. SNMP can be
thought of as a query language on the Management Information Base (MIB) tree, and is
intended to operate over the User Datagram Protocol (UDP). Each message exchangeisa
Separate transaction.

The SNMP agent communicates with managed objects through the Object Server, which
acts as aname server and provides access to the correct managed object, depending on the
request type issued.

3.3.3.6 Distributed Alarm/Event Management

Each host comprising a Distributed?7 environment is equipped with aloca copy of theaarm
daemon process. Alarm conditions encountered on each host are attended by the local alarm
daemon, and are logged locally when necessary. This approach ensures reliable detection/
logging of alarms under all circumstances and eliminates the need for duplicating alarm logs
on multiple hosts.

Under Distributed?, an application can express interest in any number of alarm conditions
that may occur on the local or remote hosts, and be informed about them when they occur. It
isalso possible for an application process running on a particular host to be notified about

alarm conditions on a specified host — or on any host — across the network. Users can

designate the alarm daemon process on a specified host to be the global alarm reporter,

which monitors alarm events through the console of that host. A copy of al aarm

conditions encountered on the other hosts is forwarded to the global instance of the alarm

daemon. Thisfunction isonly for viewing purposes because the global alarm handler does
not log alarm events encountered on remote hosts.
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3.3.3.7 Redundant LAN Support

Distributed?7 supports dual-L AN configurationsin which each host comprising a distributed
environment is connected to other hosts by two physically separate LAN hardware systems.
Dual-LAN configurations provide additional reliability when operating under a distributed
environment, and prevents the LAN hardware from becoming asingle point of failure. For
increased reliability, Distributed7 provides an optional heartbeat mechanism across the
kernel-level TCP/IP connections between individua hosts within a distributed environment.
It isaso instrumental in monitoring the health of individual connections on an on-going
basis. In the case of dual-LAN configurations, one of the two TCP/IP connections
associated with a particular host operates in active mode and the other connection operates
in standby mode. Inter-host message traffic is carried across both active and standby
connections at al times. Messages carried across standby connections provide redundancy
and do not normally get used: When an active TCP/I P connection becomes unusable, e.g., it
isremoved or the heartbeat across the connection islost, the standby connection starts
handling the message traffic. This avoids message loss or duplication. These capabilities
remain transparent to the users of the system.

Note: To achieve dual-LAN support, the system must be configured so that all hosts have
ﬁd aliases.

3.3.3.8 Network Clock Synchronization

Distributed7 provides the option to synchronize system clocks on individual hosts within a
network. When activated, this capability takes the system clock on the host with the largest

| P address as the norm, and adjusts the system clocks on the other hosts to match that norm.
Network clock synchronization is essential when operating under a distributed environment.
Therefore, unless there is another means of synchronizing system clocks on the individual
hosts, this capability must be enabled on all hosts comprising the environment.

3.3.3.9 Application Programming Guides

To help guide application programmers, Distributed7 comes with a set of customer
documentation called Application Programming Guides. The following isalist of guides
that make up the Application Development Manual.

* SPM API
APM API
*DSM API
*TCAP API
*ISUP API

* ISUP AoC AP
* DKM API

3.3.3.10 Backward Compatibility

Distributed7 API Libraries are largely backward compatible with earlier releases of the
Didtributed? product.
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3.3.4 Intelligent Network Emulation (INE)

Distributed7 provides a solid platform to support the development of a broad array of
applications. Distributed?7 can function as both a Service Control Point (SCP) and a Service
Switching Point (SSP) to enable true intelligent network emulation for testing newly
designed services. In effect, Distributed7 puts the network design and deployment on the
desktop. The same UNIX-based platform that is used to design and test the service can go
into the network as the deployment platform.
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3.4 Architecture

Figure 3-3 illustrates the Distributed7 high-leve platform architecture.
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Figure 3-3: Distributed?7 Software Architecture
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The Distributed7 platform isimplemented as a soft-switch based on the powerful

STREAMS concept. The core building block of the platform isthe Service Provider Module
(SPM). It contains extensions to the UNIX kernel, and supports registration and inter-
process messaging. Message routing is handled within the soft-switch, which maintains all
information regarding platform users. Standard timer facilities are provided to support event
management.

Node Management

A generic Node Management capability provides access to the information model by
administration personnel. The Object Server performs the bulk of the tasks by providing
generic mechanismsto create and manage data, resources, and operations. MML and a GUI
are supported for local and dia-up management. SNMP is also supported for remote
management.

Process Management

The Process Management provides mechanisms to define rule-based application
initialization and recovery strategies on an application, domain, and/or node basis.
Additional capabilities allow for hierarchical trace and logging of call-return values, and on-
demand, non-intrusive manipulation of trace categories.

Alarm Management

The Alarm Management provides a user controllable alarm management capability. Both
raw and managed alarms are supported. Alarms contain severity, type, and description, with
options for clear and recommended action. Multiple instances of alarms can be kept and
separately identified.

SS7 Controller Card

For optimal performance, the SS7 subsystem is tightly integrated with the soft-switch. A
bus-resident SS7 Controller card handles the el ectrical and mechanical characteristics of
SS7 data transmission and reception required by MTP Level 1. The SS7 Controller also has
its own processor and memory that run the MTP Level 2 signaling data link software.

MTP-L3

The MTP Level 3isimplemented asa STREAMS driver that performs signaling message
handling and signaling network management functions. It provides accessfor its user parts
— SCCPand ISUP. MTP Level 3 supports both SS7 and I PC messaging.

SCCP

The SCCP module is also embedded into STREAMS. Its primary functions are to provide
the routing control, connectionless services, connection-oriented services, and management
functions required by the SCCP protocol layer. The SCCP layer also supports |PC
messaging, which allows SCCP users to exchange | PC messages with other objects under
the Distributed7 environment. In order to perform protocol-related tasks, the SCCP layer
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maintains a database that is a collection of kernel-level data structures containing all SCCP
subsystems and point codes.

TCAP

The primary function of the TCAP moduleisto perform dialog-related functions and to
support IPC messaging for its users. The TCAP module consists of the component and the
transaction sublayers. The transaction sublayer is built upon STREAMS and supports
signaling procedures and state machines related to transaction handling. The component
layer isimplemented in the UNIX user space asan API. It provides message assembly,
disassembly, signaling procedures, and state machines related to individual operations, i.e.,
invocations. An IS41-D API Library isalso available.

ISUP

The ISUP module is implemented as an application which directly interfaces with the MTP
module. For increased performance, the ISUP layer features a kernel-resident module.

The platform provides a number of Application Programming Interfaces (APIs) that allow
application devel opers to develop communication applications utilizing the SS7 and Object
Server APIs.

3.4.1 SPM API Library

The SPM API Library provides library callsfor registration, message sending, message
receiving, and timer handling.

3.4.2 APM API Library
The APM API Library provides the application process management capabilities.

3.4.3 DSM API Library

The DSM API Library alows applications running under a distributed environment to share
user-space datain an effective manner.

3.4.4 OA&M API Library

The OA& M (Operations, Administration, and Maintenance) API Library supportsthe
OMAP, and enables applications to retrieve measurement data and to manage the SS7
signaling point operation.

3.4.5 Alarm API Library

The Alarm API Library provides library callsfor system and/or application software to
trigger alarm conditions, specify interest in alarms that may occur anywherein a cluster and
detect them in an asynchronous fashion, and trap and relay selected alarmsto network
management entities.
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3.4.6 MTP API Library

The MTP API Library provides the application with library calls to accessthe MTP module,
and supports basic SS7 message handling library calls.

3.4.7 SCCP API Library

The SCCP API Library provides library callsto access the SCCP module, and supports
connectionlessand connection-oriented message handling and management library calls.

3.4.8 TCAP API Library

The TCAP API Library provideslibrary callsto access the TCAP module, and supports
dialog and component handling library calls. An extended TCAP API Library adds
parameter handling capabilities.

3.4.9 Raw TCAP API Library

Theraw TCAP APl library allows application programs to take advantage of the
registration, message distribution, and load-sharing capabilities that are available as part of
the Distributed7 TCAP layer without getting involved in any of the transaction and/or
component handling capabilities associated with the TCAP layer.

3.4.10 ISUP API Library

The ISUP API Library provideslibrary callsto access the ISUP module from Call Control,
and supports message and parameter handling library cdls.

3.4.11 ISUP Advice of Charge (AoC) API Library

The ISUP Advice of Charge (AoC) API Library provides the Charging-Application Service
Element (ASE) and Application Transport Mechanism-Application Service Element (ASE)
Application Programming Interface (AP!) library calls.

3.4.12 Gateway API Library

This Gateway API Library provides library callsto exercise the gateway functionality
available as part of the Distributed7 software products.

3.4.13 I1S41-D API Library

The I$41-D API Library supports encoding and decoding Mobile Application Part (MAP)
Messages.
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3.4.14 GSM MAP API Library
The GSM MAP API Library supports encoding and decoding MAP messages.
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3.4.15 GSM A-Interface API Library

The GSM A-Interface library defines the necessary signaling protocols to support cellular
call processing between any manufacturer’s Mobile Switching Center (MSC) and any
manufacturer’ s Base Station Subsystem (BSS).

3.5 Distributed7SystemApplications
The Distributed7 software environment provides all the signaling control and transaction
handling functions to immediately build the following:

* Intdlligent Network-based network nodes with ISUP, and TCAP capabilities that comply
with globa standards

* Network-based SCPs, including HLRs, VLRs, EIRs, AuCs, and Short Messaging Service
Centers (SVISCs) for the wirdess networks

* Premises-based Customer Routing Points (CRPS)

* Network Signding Interfaces to media servers providing voice, fax, and video services
* Protocol converters and gateways

3.5.1 Media Server Network Signaling Interface

A clear trend exists for wireless service providers to integrate network-based voice
messaging platforms into their networks rather than rely on stand-al one voi ce messaging
platforms. As cellular networks are built on international standards such as GSM and 1S-41,
SS7-based voice messaging platforms justify the investment in intelligent networks.
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Distributed? -

Voice
M ail

The Distributed7 platform can be used to build Call Control Adjuncts (CCAS), which
support standard network and line interfaces with sophisticated call processing. The adjunct
operating on an open-architecture UNIX platform can be linked to the Voice Mail System to
control the mediaresources over standard UNIX interfaces such as TCP/IP or X.25, as

shown in Figure 3-4.
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3.5.2 Customer Routing Point

The Customer Routing Point (CRP) is an advanced 800 feature that supports call processing
between the network and a customer premise database. The CRP allows customersto
exploit the intelligent network while retaining control of their own information and routing

design.
Distributed?
: ‘_._—'-
g = ) f,__.._._.._‘_\ﬁ
SSITCAP
SSTTCAP STP STP
/ /
a A
\ :I;. -\-'\
SSTTCAP ™ o S
STP STP " ssimcar | SSP\-“ \}
\
f )

Figure 3-5: Distributed7 as a Customer Routing Point

Customers can use the Distributed? platform to build a CRP, as shownin

Figure 3-5. The CRP contains the logic and data to decide how to appropriately distribute
calsto any number of call centers distributed around a geographical area. By tapping into
the network ability to provide information such as the dialed 800 number, the calling party
number, or caller-entered digits, the CRP enables the customer to make flexible, highly
sophisticated routing decisions.
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3.5.3 Short Message Server

SMserver isarobugt, flexible, open architecture short messaging platform ready to deploy
with value added short messaging services.

SMserver manages the transmission of al phanumeric messages between mobile subscribers
and externa systems such as paging, electronic mail and voice mail systems. Built around a
client server architecture, it supports connectivity to external systems via dedicated client
modules. It accepts, stores and manages al phanumeric messages to be delivered to mobile
subscribers.

SMserver manages all network interactions and provides sophisticated redelivery
mechanisms to ensure reliable delivery of short messages. It supports performance
monitoring and full billing capabilities. The open Short Message Client Interface facilitates
prototyping and deployment of value added services.

Figure 3-6 depicts the high-level software architecture of SM Server.

N ’

Networks Implemented Clients
SM Messag | sute frap
Operator e Entry

Short Message Client Interface (SMCI)

TAP

SMPP

Page 342

Billing Records

S - - N
MS ort Subscriber | | Configuration| Archive
€SSage | | patabase Database | | Database
Database

Database |

Traffic |
e e e e e e 7 Measurements ' Network
Trace Log ' |A|arm | Log Network N Managemen
Management
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Network
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Figure 3-6: SMServer Software Architecture

SMserver is designed to take advantage of symmetric multi-processing and performance
scalability offered by the UNIX operating system. The software design is based on object-
oriented methodol ogies, and combines the advent of a high-performance, kernel-resident
messaging soft-switch with the traditional client/server methodol ogy.
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The soft-switch, implemented in UNIX STREAMS, allows the software to run as part of the
operating system kernel, and provides advanced inter-process communication and SS7
messaging. Message routing is handled within the soft-switch, which maintains all the
information regarding the different processes that compose the SMSC. This kernel-resident
approach resultsin optimal use of the raw power and resources of the underlying computing
platform.

While the messaging soft-switch runs concurrently with the operating system, the client/
server architecture eliminates performance bottlenecks by offering the flexibility to run the
short message service applications out-of-the box on remote processors.

Management of short message data, subscriber profiles, and service classesis provided
through a database manager. The database manager makes use of an Informix C-ISAM
database engine that enables disk-based and memory-based data transactions through a
common interface. This smple design incorporating a single database access eliminates the
need to implement complex lock mechanisms required in multi-user data access
environments, and thus provides reliability. Furthermore, the memory-based transaction
support minimizes disk 1/0O and improves performance.
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3.5.4 Home Location Register

Home Location Register (HLR) provides a central database of Personal Communications
Service (PCS) subscriber information within an 1S-41 signaling network. The HLR
maintains a permanent entry for each PCS user as well as other information concerning the
user’s location and status. When network el ements other than the HLR require information
about a user, such asthe Mobile Identification Number/Electronic Serial Number (MIN/
ESN), feature data, i.e., call forwarding numbers, or current location, the informationis

obtained by querying the HLR.
olc ||
MF/ISUP
PSTN . P
——

' 1S-41

—
AIN
TCAP

MSC or AM

MF/1SUP

AM - Distributed7
AuC - Authentication Center

CRPU - Call Record Processing Unit
GS- Gateway Switch

HLR - Home Location Register

IWF - Inter-Working Function
MF/ISUP- MultiFrequency/I SDN User
Part

OMC - Operation and Maintenance
Center/Console

PSTN - Public Switched Telephone Net-
work

SMS-C - Short Message Service Center
SS7 - Signdling System 7

SSP- Sarvice Switching Point

Radio
Equipment

When auser initially accesses the system, the serving Visitor Location Register (VLR)
gueriesthe HLR to validate the user’ sidentity and download necessary feature information.
At thistime, auser’s current VLR location is recorded in the HLR database.

During call termination, i.e., callsto auser, the HLR is queried to determine the user’s
location — the serving VLR. Thisinformation is used to route the call to the Radio Port
Control Unit (RPCU) serving the user.

In addition, the HLR is queried to provide feature processing during call originations and
terminations.

In generd, the HLR provides the following features and functions:
* Centralized storage of persistent subscriber data
* Per-call subscriber validation
* Revenue generating call features
* Support for authentication through co-resident or remote Authentication Centers (AuCs)
» Scalable hardware and software architecture
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* Support for multiple service providers or resdlers

3.5.5 Visitor Location Register (VLR)

Vistor Location Register (VLR) isanon-persistent database that temporarily holds an entry
for each subscriber currently registered within the VLR sarea. Generally, aVLR is paired
one-to-one with Distributed? or Mobile Switching Center (M SC), and provides that
component with fast access to subscriber data. This data contains a subscriber’s active
features, location data, and service status information.

gs Hj
MF/ISUP, — oMC 1.
L \
AINSSP Y
- E 1S-41
PSTN Y \
——

x ___To Telco BiI‘I-mgSyslem o
Y AI_‘N "‘"‘-—-._________-_- —f =

- W - B ~—=1
TCAP TIWF \ . AuC |
S—] ——
MF/ISUP MSC or AM
B ™ 1S41 4 _LIS41
- PG gt \ - - -
AM - Digtributed? . — ]
AuC - Authentication Center M a o —
CRPU - Call Record Processing Unit 1S41 [] e HLR
Gs-GaewaySwith MW L______| PV e o o o "|-S_41 - >
HLR - Home Location Register N
IWF - Inter-Working Function SS? NdWOf k _ L_l S41
MF/ISUP MultiFrequency/ISDN User - -
Pat — ]
OMC - Operation Maintenance Center/ . - IS,\A S_C
Console -
PSTN - Public Swithing Telephony Net- . —
‘;?AkSC-Sm Message Service Center "?‘dio
SS7 - Signdling System 7 EqUIpmmt
SSP - Service Switching Point

Figure 3-8: VLR in the Wireless Intelligent Network

When network elements other than the VLR require information about a user, e.g., MIN/
ESN, feature data, e.g., call forwarding numbers, or current location, the information is
obtained by querying the VLR.

When auser initially accesses the system, the serving AM/M SC registers the subscriber unit
(SU) inthe VLR. During this process, the AM/M SC sends aquery to the VLR, whichin
turn queriesthe HLR to validate the user’ sidentity and download necessary feature
information into the VLR’ s volatile database. The VLR’ slocal datais then used during
subsequent call originations, terminations, and features invocations.
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3.6 Major Standards Compliance

The Digtributed7 software platform layers conform to the respective ANSI, ITU/CCITT, and
Telecommuni cations Technology Committee (TTC) standards, as listed below. Over twenty
country adaptationsto the standards are also available.

Table 3-1: Standards Compliance

SS7 Layer MTP-2 MTP-3 SCCP ISUP TCAP
ANSI ANS| T1.111.3, 1992 ANSI T1.111.4, ANSI T1.112x, ANSI T1.113.x, 1992, ANSI T1.114, 1992,
1992, 1996 1992, 1996 1995 1996
ITU ITU Q.701-Q.703, ITU Q.704-Q.707, ITU Q.711-Q.714, ITU Q.761-Q.764, 1993, ITU Q.771-Q.775,
1993 1993, 1997 1993, 1997 1997 1993, 1997

Interface 1S41-D GSM MAP GSM A
Document |TIA/EIA-41-D ETS 09.02verson |ETSI GSM 04.01 -

TTC PT-Q.701-Q.703 JJ-Q.704-Q.707 JF-Q.711-Q.714 JTIQ.761-Q.764 17-Q.771-Q.775

Table 3-2: Additional Standards Compliance

SS7 Layer ANSI ITU TTC
MTP-2 ANSI T1.111.3, 1992 ITU Q.701-Q.703, 1993 JT-Q.701-Q.703
MTP-3 ANSI T1.111.4, 1992 ITU Q.704-Q.707, 1993 JT-Q.704-Q.707
SCCP ANSI T1.112.x, 1992 ITU Q.711-Q.714, 1993 JT-Q.711-Q.714
ISUP ANSI T1.113.x, 1992 ITU Q.761-Q.764, 1993 JT-Q.761-Q.764
TCAP ANSI T1.114, 1992 ITU Q.771-Q.775, 1993 JT-Q.771-Q.775

Table 3-3: Interfaces
Interface Document Number
I1S-41-C EIA/TIA/PN_2991
GSM MAP ETSI 09.02 version 4.11
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3.7 Capacity and Configuration Options

3.7.1 SS7 Database Capacity

Table 3-4 shows the default configurations for the MTP, SCCP, ISUP, and TCAP layers, and
for the INE. These parameters can be modified according to the customer’ s needs.

Table 3-4: Standard SS7 Database Capacity

Description ANSI ITU
MTP destination point codes (SS7 + capability) 2048 2048
destinations behind link sets 2048 2048
links 511 511
link sets 64 64
routes per destination 16 16
SCCP destination point codes 8192 8192
subsystems per destination 256 256
concerned point codes per subsystem 8192 8192
global title types 16 16
trand ation types per global title type 256 256
simultaneous open SCCP connections 16384 16384
Simultaneous reassembly processes per system 16 16
ISUP destination point codes 2048 2048
circuit groups per destination 3040 3040
total trunk groups for @l destinations 8192 8192
circuits per circuit group 32 32
simultaneoudy open dialogues 16384 16384
TCAP local instances of the same subsystem 31 31
INE signaling points 8 8

3.7.2 Host Platform Options
For host platform options, refer to the SGC and SG 1.5.0 Release Notes.
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3.7.3 SS7 Controller Options

Table 3-5: Available SS7 Controller Options

: Ports per Controller Numberof
e | et | rliaupar | foisprcmote | convolers e
Sous RS449 Upto4
V.35 Upto4
T1 Upto4
El Upto4 8
PClbus RS-449 Upto4
V.35 Upto4
T1 Upto 42
Upto 2438
9
= BE :)ij Upto 4% 4
Upto 24>8
Upto 64°
CompactPCl bus T1 Upto 2 468
Upto 64° o
El Upto 24”8
Upto 64°

1. Also limited by the number of available dots on the bus.
2. Available with PCI370 board.

3. Available with PCI370PQ and PCI370APQ boards.

4. Available with PCI372 board.

5. Available with PCI372PQ and PCI372APQ boards.

6. Available with CPC370PQ board.

7. Available with CPC372PQ board.

8. Although PCI3xPQ, PCI3xAPQ and CPC3xPQ boards allow configuration of up to 24 links, use of more than 16 with the
PCI3xPQ card is not recommended for systems requiring full bandwidth on all configured links.

9. Available with PMC8260 and ARTIC1000/2000 boards.
10. Available with the PMCA4539F board.
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3.7.4 External Dependencies
All the executable modules listed in Table 3-6 implicitly require the following shared
libraries that are provided by the operating system vendor:
 Standard C library (libc)
* Network Service Library (libnd)
* Socket Library (libsocket)
» Dynamic Linking Library (libdl)
* Internationaization Library (libintl)
» Wide Character Library (libw)
In addition, the following environment variables must be set:
* EBSHOME: to point to Distributed7 installation directory
* LD_LIBRARY_PATH: toinclude the externa shared library ingtalation directories.

Table 3-6: Executable External Dependencies

Environment

Module Shared Libraries Variables

AccessAlarm C++ library (provided byNewNet Communication Technologies, Inc. from Sun-
Soft) (libC)

AccessISUP C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft) (libC)

AccessMOB C++ library (provided by NewNet Communication Technologies, Inc. from Sun- MOTIFHOME

Soft) (1ibC) OPENWINHOME
Motif library (libXm) (not provided by NewNet Communication Technologies, DISPLAY
Inc.),

X Windowing System Libraries (libX11, libXt, libXext) (provided by of/s vendor)

AccessOMAP C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft) (libC)

AccessSNMP C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft) (libC)

AccessStatus C++ library (provided by NewNet Communication Technologies, Inc. from Sun- TC _LIBRARY

Soft) (1ibC) TK_LIBRARY
Motif library (libXm) (not provided by NewNet Communication Technologies,
Inc.),

X Windowing System Libraries (libX11, libXt, libXext) (provided by o/s vendor)

AccessMonitor Similar to AccessStatus entry

upmd C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft) (libC)

smd C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft) (libC)
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Tahle 3-6: Executahle External Dpppndpnr‘ipq ((‘nntinnpd\

7

Environment
Module . _ Variables
Shared Libraries

MML
C++ library (provided by NewNet Communication Technologies, Inc. from Sun-
Soft)(HbC)
Thelibrarieslisted in Table 3-7 require the associated shared library. These libraries are
used with the OA&M and/or Object Server APIs.
Table 3-7: | ibrary External Dependencies
Shared Libraries
Y C++ library (provided by NewNet Communication
liboam Technologies, Inc. from SunSoft) (libC)
C++ library (provided by NewNet Communication
libapm Technologies, Inc. from SunSoft) (libC)
C++ library (provided by NewNet Communication
libcnfg Technologies, Inc. from SunSoft) (libC)
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chapter - CONCEPLS

4.1 ChapterOverview

This chapter provides ageneral overview of SS7, the Signaling Gateway Client managed
object concepts, and the Product Specifications.

4.2 Managed Objects and the Object Server

The resources of the Signaling Gateway Client system are modeled in terms of Managed
Objects (MOs). An MO is defined as an externa view of the functional and physica domain
of the system with a set of parameters and operations that may be performed upon it. MOs
are resources that define the system, such as subsystems or link sets.

Each MO belongsto an MO Server. If the MO Server is not active, then none of the
operations for the MOs belonging to that server can be executed or viewed with the help
tool. For example, the isupd process must be running to use |SUP-related MML commands
or to see ISUP MOsin the GUI.

This section describes MOs, MO Servers, and their use.

4.2.1 Object Server
The Object Server isamodule containing al the Signaling Gateway Client MO Servers and

an

application programming interface (AP!). It deals with configuration, fault, security, and
performance management of the hardware and software components. It also enablesthe
implementation of multiple management interfaces, e.g., MMI, GUI or SNMP, or user-
defined MO Servers. These interfaces can be developed using the CNFG API Library. The
management interfaces must interact with the system according to the managed object
hierarchy described in Section 4.2.1.1 on page 4-53.

With the CNFG AP Library, application developers can add new MOs to create their own
custom presentation applications and agents. The Object Server consists of the CNFG
library, an object database, and several Managed Object Servers, as shown in Figure 4-1.
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4.2.1.1 MO Groupings

Figure 4-2 and Figure 4-3 show the MO parent-child hierarchy in the Signaling Gateway
Client product. The dynamic nature of the Object Server alowsthis hierarchy to be changed

esdly.

The six distinct object groups and their respective MO Servers are described below.

Ohiect Group MO server
om J | spmd
dam alarmd
network netd
mtp upmd
<p scmd
isp isupd

When the MO server processes, i.e., daemon processes, start up, they create their MOs and

define the operations for them.

ROOT

route \\
ks
level2 v
. [2flow  12cs link _._%1 _ linkstat
[2timer

Figure 4-2: MTP Managed Object Containment Structure
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ss/board
line timeslot port  linestat linehist

Figure 4-5: SPM Managed Object Containment Structure

ROOT
ntwk
tcpcon host

Figure 4-6: Network Managed Object Containment Structure

ROOT
h:éi' am
N
/ \\ H""'--..
amgrp amevent strdalm

Figure 4-7: Alarm Managed Object Containment Structure
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4.2.2 Managed Objects

Each MO has a set of operations and specific parameters defined for it by its MO Server.
MOs aso have ahierarchy in relation to each other.
A configurable MO has one or more operations:

*Add

*Modfy

* Delete

* Display/view
An MML command name is made up of the operation name and the MO name, asin
OPERATION-MO. An exampleis ADD-LSET.
Each box in the main window of the Signaling Gateway Client GUI (AccessMOB) isan
MO,
and the operation is defined by the mode.
Anindividual instance of an MO, such as a specific link set, is defined by its parameters.

Parameters have certain properties and restrictions, and provide the MO with aunique
identity.

4.2.2.1 MO Parameters

Operations change the state of the provide the MO with a unique identity through its
parameters. Parameters are realized as the parameters of an MML command, or asthefields
in the dialog box of the AccessMOB GUI. Table 4-4 and Table 4-5 list the parameters and
the operations for the Signaling Gateway Client object groups. Some of the MOs have no
operations defined. These MOs serve as abstract objects, and were included to model the
system better.

For each of the MO parameters, there are predefined types. Parameters can be String,
Integer, Set, or PointCode. The PointCode parameter type isaspecia case in which input
and output formats are String, but the interna representation is Integer. For instance, the
PC="10-20-30" ANSI point code is converted to itsinteger representation, and vice versa.
The Set parameter type is another specia case in which input and output formats are a set of
strings that correspond to an integer value. For instance, the input set for the NI parameter of
the SPMOIiSINTERNATIONAL, SPARE, NATIONAL, and RESERVED, which

correspondto @, 1, 2, and 3.
The Access column in Table 4-1 identifies whether parameters can be read, modified, or
both.

*A read-write parameter can be both read and modified

*A read-only parameter cannot be modified

*A write-only parameter is not displayed to the human operator

*The read-cr eate parameter cannot be modified; it isused asakey
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Table 4-1: SPM Branch Managed Object Descriptions
Managed Parameters Types Access Set Values Operations
Object
hardware N/A N/A N/A N/A N/A
hardware N/A N/A N/A N/A N/A
ss7board hostname String read-create - ADD
boardnm Set read-create shs334/pci 334/vbrd/pci 3xpg/ DELETE
pci 3xapg/cpc3xpg/pmc8260/ DISALAY
artic8260 MODIFY
inst Integer read-create -
conf Set read-write ON/OFF
pm Set read-create ON/OFF
modules String read-write -
state Set read-only DETACHED/ATTACHED/
CDWNLOADED/READY
class Set read-only nmamnv
ports Integer read-create -
lines Integer read-only -
clockmode Set read-write LINE/INTERNAL/
EXTERNAL/REMOTE/
NOTUSED
clockspan Set read-write 1/2/3/4/5/6/7/8
spmlinkno Integer read-only -
line hostname String read-create - DISPLAY
boardnm Set read-create shs334/pci 334/vbrd/pei 3xpa/ MODIFY
pci 3xapa/cpe3xpg/pmc8260/
artic8260
inst Integer read-create -
span Set read-create 1/2/3/4/5/6/7/8
class Set read-only ninv
line_typ Set read-write EVTLI
line_frmmod Set read-write T1ESHT1ZBTSI/T1SLC9%6/
T1SFRM/T1SF4/EIFEBE/
E1CRC4/E1IBASIC
line_cod Set read-write T1B8ZST1B7ZS/EAHDB3/
AMI
line_len Set read-write L 133/L.266/L399/L533/L 655/
L 110/L220/L 330/L440/L 550/
L660/LB000/LBO75/LB150/
LB225
line_imp Set read-write 175/1100/1120
line_Ipbk Set read-write NONE/LOCAL/REMOTE
line_accs Set read-write FRONT/REAR
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Table 4-1: SPM Branch Managed Object Descriptions (Continued)

Mggiigcetd Parameters Types Access Set Values Operations
port hostname String read-create - DISPLAY
boardnm Set read-create s0s334/pci 334/vbrd/pei 3xpg/ MODIFY
pci 3xapg/cpe3xpa/pmc8260/
artic8260
ing Integer read-create -
portnum Integer read-create -
class Sa read-only 1mnnnv
type Set read-write DTE/DCE/NOTUSED
baud Set read-write 600/1200/2400/4800/7200/
9600/16000/19200/32000/
38400/48000/56000/64000
Ipbkmode Sa read-write NONE/LOCAL/REMOTE
idledetect Set read-write OFF/ON
timedot hostname String read-create - ADD
boardnm Set reac-create | sbs334/pci334/vbrd/pci3xpg/ DELETE
pci3xapa/cpe3xpa/pmcs260/ DISPLAY
artic8260 MODIFY
ingt Integer read-create -
desttype Set read-create LINE/HDLC/CTBUS
destspan Integer read-create -
destslot Integer read-create -
class Set read-only 1mnnnv
origtype Set read-write LINE/HDLC/NOCONNECT/
CTBUS
origspan Integer read-write -
origdot Integer read-write -
linestat hostname String resd-create - DISPLAY
boardnm Set read-create pci 3xpa/pci 3xapg/cpe3xpa/ MODIFY
pmc8260/artic8260
ingt Integer read-create -
span Set read-create 1/2/3/4/5/6/7/8
errevents Integer read-write -
curstatus Sa read-only SIG-AV/SIG-UNAV
curtimer Integer read-only -
cur-ES I nteger read-only -
cur-UAS Integer read-only -
24h-ES I nteger read-only -
24h-UAS Integer read-only -
vidinttotal I nteger read-only -
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Table 4-1: SPM Branch Managed Object Descriptions (Continued)

Mggjaegct-{‘d Parameters Types Access Set Values Operations
linehist hostname String read-create - DISPLAY
boardnm Set read-create pci 3xpa/pci 3xapag/cpe3xpa/ MODIFY
pmc8260/artic8260
inst Integer read-create -
span Set read-create 1/2/3/4/5/6/7/8
interval Integer read-only -
reset Set write-only NO/YES
ES Integer read-only -
UAS Integer read-only -
ctbus hostname String read-create - DISPLAYM
boardnm Set read-create pmc8260/artic8260 ODIFY
inst Integer read-create -
refclk Set read-write C8A/C8B/NETREFY/
NETREF2/SCSA2/SCSA4/
SCSA8/MVIPIHMVIP
refinv Set read-write OFF/ON
fomode Set read-write C8A/C8B/NETREFY
NETREF2ZINTERNAL/LINE
fbspan Set read-write 1/2/3/4/5/6/7/8
fb Set read-only OFF/ON
comp Set read-write OFF/ON
c8a Set read-write OFF/ON
c8b Set read-write OFF/ON
nrmode Set read-write NETREFY/NETREF2/
INTERNAL/LINE
nrspan Set read-write 1/2/3/4/5/6/7/8
nr8khz Set read-write OFF/ON
nrinv Set read-write OFF/ON
nract Set read-only OFF/ON
nrl Set read-write OFF/ON
nr2 Set read-write OFF/ON
grp_a Set read-write OFF/2048/4096/8192
grp_b Set read-write OFF/2048/4096/8192
grp_c Set read-write OFF/2048/4096/8192
grp_d Set read-write OFF/2048/4096/8192
grp_e Set read-write OFF/2048/4096/8192
orp_f Set read-write OFF/2048/4096/8192
arp_g Set read-write OFF/2048/4096/8192
grp_h Set read-write OFF/2048/4096/8192
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Table 4-1: SPM Branch Managed Object Descriptions (Continued)

Mggiigcetd Parameters Types Access Set Values Operations
pmlink hostname String read-create - ADD
boardnm Set read-create pci 3xpg/pci3xapg/ DELETE
DISPLAY
pmc8260/ MODIFY
artic8260
ing Integer read-create -
port Integer read-create -
admingtat Set read-write ACTIVATE/DEACTIVATE
operstat Set read-only SHUTOFHINACTIVE/IDLE/
OOS/ALIGNING/
INSERVICE/PROC-OUT
linkf Integer read-only -
rxframes Integer read-only -
rxoctets Integer read-only -
rsu_e Integer read-only -
d rxl Integer read-only -

Table 4-2: NETWORK (NTWK) Branch Managed Object Descriptions

Mgg?gcid Parameters Types Access Set Values Operations

ntwk hostname String read-create - DISPLAY
mode Sat reac-write STNDLN/DSTRBTD MODIFY
clocksync Set read-write ON/OFF
frequency Integer read-write -
relilience Integer read-write -

host hostname String read-create - ADD
rmthost String read-create - DELETE

DISPLAY

alias String read-create - MODIEY
rmthosttyp Set read-write AMGR/OTHER
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Table 4-2: NETWORK (NTWK) Branch Managed Object Descriptions (Continued)

Mggjaegct-{‘d Parameters Types Access Set Values Operations
tcpcon hostname String read-create - DISPLAY
rmthost String read-create - MODIFY
mode Set read-write AUTO/MASTER/SLAVE
service Set read-write NETDBASE
proto Set read-write TCP
modules String read-write -
hbest Set read-write ON/OFF
frequ Integer read-write -
maxtries Integer read-write -
act_est Set read-write IGNORE/INFORM
act_rmv Set read-write IGNORE/INFORM
hb_loss Set read-write NOACTION/SYNCDATA
state Set read-only IDLE/PENDING/REQ2SYNC/
ESTBLSHD
Table 4-3: ALARM Branch Managed Object Descriptions
Mggjf?cid Parameters Types Access Set Values Operations
alarm hostname String read-write - DISPLAY
dislay Set read-write OFF/ON MODIFY
cons_thrs Set read-write NONE/INFO/MINOR/
MAJOR/CRITICAL/FATAL
user_thrs Set read-write NONE/INFO/MINOR/
MAJOR/CRITICAL/FATAL
repeat Integer read-write -
update Set read-write OFF/ON
globa Set read-write OFF/ON
log_file_num Integer read-write -
almgrp hostname String read-write - DISPLAY
group String read-write - MODIFY
cons _thrs Set read-write NONE/INFO/MINOR/
MAJOR/CRITICAL/FATAL
user_thrs Set read-write NONE/INFO/MINOR/
MAJOR/CRITICAL/FATAL
num_of_adms Integer read-only -
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Table 4-3: ALARM Branch Managed Object Descriptions (Continued)

Mggiigcetd Parameters Types Access Set Values Operations
strdam hostname String read-create - DISPLAY
group String read-create - DELETE
module Integer read-create -
type Integer read-create -
parameters String read-create -
severity Set read-only NONE/INFO/MINOR/
MAJOR/CRITICAL/FATAL
first_occur String read-only -
last_occur String read-only -
num_of_occur I nteger read-only -
text String read-only -
Table 4-4: MTP Managed Object Descriptions
Mgg?gcetd Parameter Types Access Set Values Operations
ss7 N/A N/A N/A N/A N/A
mtp o Integer read-create - ADD
protocol Set read-creste | ITU_93/ITU_97/ANSI_92/ DELETE
ANS|_96 DISPLAY
— MODIFY
variant S read-write GENERIC/NEW_ZEL/AT&T/
GTE/ETSI97/BELL
pcsze Set read-create 14 BIT/16_BIT/24 BIT
mcong Set read-write OFF/ON
mprio Set read-write OFF/ON
dtc Set read-write OFF/ON
restart Set write-only ON
mtp_state Set read-only CREATED/ISOLATED/
RESTARTING/RESTARTED
rtrc Set read-write OFF/ON
rpo2lpo Set read-write OFF/ON
nicheck Sat read-write OFF/ON
dpccheck Set read-write OFF/ON
P o Integer read-create - DISPLAY
name String read-write - MODIFY
spC PointCode read-write -
ni Sa read-write -
type Set read-write -
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Table 4-4: MTP Managed Object Descriptions (Continued)

Mggjaegct-{‘d Parameter Types Access Set Values Operations
alias apc PointCode | read-write - ADD
ogpc Set read-write OFF/ON DELETE
DISPLAY
infltr Set read-write OFF/SPC/IAPC MODIFY
fltract Set read-write ALARM/UPU
I3Timer timer Integer reagd-create - DISPLAY
vaue Integer read-write - MODIFY
minval Integer read-only -
maxval Integer read-only -
dtimer timer Integer reagd-create - DISPLAY
vaue Integer read-write - MODIFY
minval Integer read-only -
maxval Integer read-only -
Isets N/A N/A N/A N/A
Iset Iset String read-create - ADD
dpc PointCode read-create - DELETE
DISPLAY
type Set read-write ALINK/BLINK/CLINK/ MODIEY
DLINK/ELINK/FLINK
loaded Integer read-write -
active Integer read-write -
abbit Set read-create A/B
emergency Set read-write OFF/ON
| setstat Iset String read-create - DISPLAY
dpc PointCode read-only - MODIFY
status Set write-only CLR _ACT/SET_ACT
act Set read-only OFF/ON
avl Set read-only OFF/ON
links N/A N/A N/A N/A N/A
level2 N/A N/A N/A N/A N/A
12Timer link String read-create - DISPLAY
timer Integer read-create - MODIFY
value Integer read-write -
minval Integer read-only -
maxval Integer read-only -
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Table 4-4: MTP Managed Object Descriptions (Continued)

Mggiigcetd Parameter Types Access Set Values Operations
12flow link String read-create - DISPLAY
fclevel Integer read-create - MODIFY
congonval Integer read-write -
congabvla Integer read-write -
disconva Integer read-write -
discabval Integer read-write -
I2cs link String read-create - DISPLAY
stat S read-only OFF/OOS/IA/AR/ANR/ISIPO/
H_NA
tminsrv Integer read-only -
suerm Integer read-only -
agnf I nteger read-only -
linkf Integer read-only -
ru_e I nteger read-only -
drxl Integer read-only -
d_tx| I nteger read-only -
d bo Integer read-only -
txframes I nteger read-only -
rxframes Integer read-only -
txoctets Integer read-only -
rsoctets Integer read-only -
level3 N/A N/A N/A N/A N/A
link link String read-create - ADD
Iset String read-create - DELETE
MODIFY
dc Integer read-create - DISPLAY
priority I nteger read-write -
[2ecm Sat read-write BASIC/PCR
perN1 I nteger read-write -
pcrN2 Integer read-write -
hostname String read-create -
hoststatus Set read-only UNAVAILABLE/
AVAILABLE/CONFLICT
boardnm Set read-create shs334/pci 334/vbrd/pci3xpa/
pci 3xapg/cpe3xpg/pmc8260/
artic8260
ingt Integer read-create -
port Integer read-create -
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Table 4-4: MTP Managed Object Descriptions (Continued)

Managed .
Object Parameter Types Access Set Values Operations
linkstat link String read-create - DISPLAY
|set String read-only - MODIFY
dc Integer read-only -
status Set write-only CLR_ACT/SET_ACT/
CLR_ECO/SET_ECO/
CLR_EMR/SET_EMR/
CLR_LPO/SET_LPO/
CLR_INH/SET_INH/
TEST_SLTM
act Set read-only OFF/ON
emr Set read-only OFF/ON
€co Set read-only OFF/ON
loaded Set read-only OFF/ON
avl Set read-only OFF/ON
lin Set read-only OFF/ON
rin Set read-only OFF/ON
Ipo Set read-only OFF/ON
rpo Set read-only OFF/ON
rtset rtset String read-create - ADD
dpc PointCode read-create - DELETE
DISPLAY
rtype Set read-create MEMBER/CLUSTER/
NETWORK CAPABILITY
state Set read-write INACC/ACC/REST
cong Set read-only OFF/ON
route rtset String reagd-create - ADD
|set String read-create - DELETE
DISPLAY
priority Integer read-create -
state Set read-only NI/RS/PR
|sstate Set read-only UA/AV
current Set read-only OFF/ON
rtcong Set read-only OFF/ON
Iscong Set read-only OFF/ON
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Table 4-5: SCCP Branch Managed Object Descriptions

Mgrtl)?egcetd Parameters Types Access Viﬁés Opersation
scep o Integer read-create | - ADD,

protocol Settype read-write ANS_92%/ DELETE,
ANS 96/ MODIFY,
ITU_93/ DISALAY
ITU_97

vaiant Settype NONE/
ATT/
APLUY
SNET

pcind Settype read-write YESNO

t conn et Integer read-write -

ties Integer read-write -

pcind Integer read-write -

t rd Integer read-write -

t_guard Integer read-write -

t reset Integer read-write -

t_segment Integer read-write -

NP spc PointCode read-create | - ADD,
status Settype read-only - BFSILE—AF:(
xlate Settype read-only -
concerned Settype read-only -
has sn Settype read-only -

subsys spc PointCode | read-creste | - ADD,

S35 Integer read-create | - DELETE,
DISPLAY

mspc PointCode read-only -

msn Integer read-only -

ssnStatus Settype read-only -

xlate Settype read-only -

has_cpc Settype read-only -

localsubsys S| Integer read-only - DISPLAY
mssn Integer read-only -
mspc Pointcode read-only -
ssn_status Settype read-only -
xlate Settype read-only -
has_cpc Settype read-only -

cpe spc PointCode read-create | - ADD,

s Integer read-create | - DELETE,
DISPLAY
cpe PointCode read-create | -
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Table 4-5: SCCP Branch Managed Object Descriptions (Continued)

Managed Set Operation
Object Parameters Types Access values s
mate c PointCode read-create | - ADD,
N Integer read-create | - DELETE,
DISPLAY
mspc PointCode read-only -
mssn Integer read-only -
waiting_for_gra | Settype read-only -
nt
ignore_sst Integer read-only -
gtEntry io Settype read-cregte | - ADD,
; DELETE
Stri read-create | - !
o .ng . DISPLAY,
spe Pointcode | read-write | - MODIEY
N Integer read-write | -
newgt String read-write | -
xlate id String read-create | -
entrytype Settype read-create | PRIMARY/
SECONDA
RY
ot gt String read-create | - ADD,
gtie Integer read-create | - DELETE,
DISPLAY,
natofadar Integer read-cregte | - MODIEY
trtype Integer read-create | -
addrinfo String read-create | -
loadshare Settype read-write | YESINO
connection id Integer read-only - DISPLAY
date String read-only -

Table 4-6: ISUP Branch Managed Object Descriptions

Managed Operation
Object Parameters Types Access s
Isup cfgname String read-creste | MODIFY
variant String read-write DISRLAY
mntcind Settype read-write
congestion Settype read-write
(not
accessible
in ANS)
xlate Settype read-write
recmode Integer read-write
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Table 4-6: ISUP Branch Managed Object Descriptions (Continued)

Managed Operation
Obj egct Parameters Types Access P S
isupnode pcno Integer read-creste | ADD
dpc PointCode read-write DELETE
- MODIFY
congestion Integer read-only DISPLAY
access String read-only
ANMOFF Integer read-write
ACMOFF Integer read-write
CRGOFF Integer read-write
ciccontrol Settype read-write
isupcgrp pcno Integer read-create | ADD
dpc PointCode read-only DELETE
DISALAY
grpld Integer read-create | MODIFY
cctNum Integer read-write
trnkGrpld Integer read-write
scgaind Settype read-write
(not
accessible
inCCITT)
ccname String read-only
mntcname String read-only
isupcct pcno Integer read-create | ADD
dpc PointCode | read-only DELETE
DISALAY
grpld Integer read-create | MODIFY
cctNum Integer read-create
range Integer write-only
status Integer read-only
mtcstatus String read-only
hwdstatus String read-only
susstatus String read-only
opestate Settype write-only
isuptmr timerid Integer read-create | DISFLAY
vaue Integer read-write MODIFY

4.3 Distributed System Characteristics
The key characteristics that are commonly used in evaluating the overall usefulness of a
distributed system solution are:
 Resource Sharing on page 4-69
* Reliability on page 4-70
« Scalability on page 4-73
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* Transparency on page 4-80
* Performance Considerations on page 4-86

The following sections provide a brief description of the Distributed system characteristics
and explain the commonly used methods to achieve them.

4.3.1 Resource Sharing

In adistributed system, hardware and/or software entities that can be shared by users across
the network must be identified. Also, the means of accessing these shared resourcesin a
reliable and consistent manner — especially when concurrent access to such resourcesis
permitted — must be determined.
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4.3.2 Reliability
The two aspects of reliability are High Availability and Fault Tolerance.

Page 4 70 Copyright ¥ NewNet Communication Technologies



160-3001-01 Signaling Gateway Client User
Manual

4.3.2.1 High Availability

High Availability refersto the fraction of time during which the system is usable. The two
ways availability can be enhanced are:
Deign
It is advantageous to design a system that does not require sSmultaneous functioning of
many components.
 Redundancy
Replicating key components of system hardware and/or software ensures that the system
continues to function properly even if some componentsfail.

High reliability is necessary but not sufficient. Ideally, data stored on a distributed system
must not be lost and/or garbled. Furthermore, if the dataiis stored on multiple hosts,
individual copies of the data must be consistent throughout the constellation. Generaly, the
more copies of the data there are, the better the availability, but the greater the chance that
the data can become inconsistent. Thisis especialy true of data environments in which
there are frequent updates. Therefore, a second aspect of reiability, discussed below, isfault
tolerance.

4.3.2.2 Fault Tolerance

In genera terms, fault tolerant systems are designed to mask failures so that they are hidden
from the users. When failure is unavoidable, fault tolerant systemsfail in predictable ways.
A description of all the predictable ways in which afault tolerant system may fail is called
the predictable failure semantics of the system.

The failure semantics of a system describe two conditions under which the system operates.

* Fall-safe mode — The failure is transparent to the users and the system contains built-in
redundancy to recover.

» Fail-faulted mode — Thefailureis not transparent to the users, but the system can confine
thefallure and continue to operate in a somewhat degraded mode.

The design of fault-tolerant systemsis based on two main approaches: hardware
redundancy, i.e., the use of redundant components, and software recovery, i.e., the design of
programs that can recover from faullts.

Building systemsthat are tolerant to hardware failures can be costly because it involvesthe
replication of critical system components. The software recovery approach, however,
involves designing the software so that the state of the permanent system data can be
recovered when afault is detected.

Computations performed by a program are incomplete when afault occurs, and the
permanent data that the program updates may not bein a consistent state. Thus, the software
recovery methods employed should restore the permanent data to the state it was in before
the failed program started its execution.

An additiona requirement on software fault-tolerance is the real-time needs of the users of a
system. Generally, user needs prohibit time-consuming recovery methods. |mplementing
fault tolerant systems with real-time requirements in software therefore involves deploying
tightly-coupled servers. In thisway, users do not notice the loss of a partial number of
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servers beyond some performance degradation. Of course, this solution calls for cooperation
among multiple servers so that substantial overhead to the system is not added in the normal
circumstances, i.e., when everything is functioning correctly.
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4.3.3 Scalability

Scalability means that the system/application software should not need to change when the
scale of the system increases. The demand for scalability in distributed systems can be
addressed effectively by adesign philosophy in which no single hardware and/or software
resource is assumed to be in restricted supply. Rather, as the demand for aresource grows, it
should be possible to extend the system to meet it. One guiding principle in building
scalable distributed systemsisto avoid centralized components, tables, and algorithms,
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4.3.4 Transparency

Transparency means concealing the separate components of a distributed system from the
user and the application programmer. Thisway, the system is perceived as awhole rather
than as a collection of independent components. Transparency has a number of
characteristics, some of which are listed below.

* access trangparency - enables both local and remote objects to be accessed using identical
operations.
* |ocation transparency - enables objects to be accessed without knowledge of their location,
i.e., the host on which they arelocated.

* concurrence trangparency - enables severa processes to operate concurrently using shared
objects without interference between them.

« replication trangparency - enables multiple instances of objectsto be used — increasing
reliability and performance — without knowledge of the replicas by users or application

programs.

» failure transparency - enables the concealment of faults, allowing users and application
programsto complete their tasks in the event of hardware and/or software component
falure.

« scaling trangparency - alows the system and application programsto expand in scae
without change to the system structure or the application agorithms.

« growth/retrofit trangparency - dlows parts of the system hardware and/or software to be
replaced without requiring the overdl system to be taken out of service.

ote: Transparency hides from users and renders anonymous those resources that are not of
direct relevance and/or importance to the task-at-hand.
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4.3.5 Performance

Asageneral index, when running an application program under a distributed system
configuration, performance should not be appreciably worse than running the same
application in a stand-alone configuration. The various metrics of performance for
Distributed? are:

* Response times

* Throughput

» Utilization of system resources

» Amount of network capacity consumed

Most Distributed7 applications are rea-time applications and require responses within
specified time intervals. A response that istoo late, e.g., due to an overloaded system, is
viewed as a performance failure that should be avoided. A widely-used method of
improving the overall performance in a distributed system is concurrence, in which multiple
instances of system/application programs may execute at the same time.

4.4 Core Product Specifications

4.4.1 Resource Sharing

Distributed7 supports interworking of hosts that are of homogeneous architecture, i.e., hosts
that feature the same type of byte ordering. This release of the product supports Solaris 10+
OSrelesse.

Note: Distributed7 does not currently support distributed system configurations comprising
hosts that are of heterogeneous architecture.

Configuration management tools that are available as part of Distributed7 enable usersto
configure their operational environment easily by allowing them to specify the names of
hosts to be included as part of the system. Once a system is configured, users can add new
hosts to a distributed environment and/or delete existing hosts from the environment at a
later time without halting the system software on other hostsin the network.

Distributed7 provides users with awide range of flexibility when it comes to distributed
SS7 protocol implementation.

Distributed7 does not require:

» Each host comprising a distributed Distributed7 environment to be equipped with identical
layers of SS7 protocol software,

* Applicationsthat are interested in accessing the SS7 network to be executing on hosts that
arelocaly equipped with the sgnding link hardware.

Users of Distributed7 can specify the SS7 protocol layers that should be running on each
host within a network by following awell-defined set of procedures. This approach not only
allows the CPU power of each host operating under a distributed environment to be utilized
effectively, but also makesit possible to implement custom product configurations featuring
high availability, fault tolerance, and enhanced performance.
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4.4.2 Reliability

The following subsections describe how the core Distributed7 product deals with the two
most important reliability issues:

* High availability

* Fault tolerance
A list of Distributed? failure semanticsis also provided.

4.4.2.1 Reliability through High Availability

Replicated Data

Whenever possible, Distributed? relies on the use of replicated data. Thisisakey to the
effectiveness of the Distributed7 product in a distributed environment. Replicated data
ensures high availability, fault tolerance, and enhanced performance. All Distributed7 data
distribution frameworks, i.e., Distributed Shared Memory (DSM), Distributed Kernel
Memory (DKM), and Distributed Record Access (DRA) frameworks, are designed around
this.

Each host under a distributed Distributed7 environment maintains local copies of all
appropriate pieces of user/kernel-space datain the form of DSM, DKM, or DRA segments.
When an attempt is made to retrieve a certain piece of user/kernel-space data, instead of
contacting one or more remote hosts, Distributed7 consults with the replicated copy of the
data available on the local host to retrieve the information requested. This approach
drasticallyimproves the response time of the overall system and resultsin an architecture
that can surviveindividual host failures.

A key concern when dealing with replicated pieces of dataisthat of consistency, especially
when manipulating the contents of replicated user/kernel-space data. To address thisissue,
all Distributed7 data distribution frameworks, i.e.,, DSM, DKM, and DRA, use customized
atomic commit protocols — either al the machines are updated, or none of them is— when
updating local copies of the data on multiple hosts. For more information about these
frameworks, refer to Chapter 5: User/Kernel-Space Data Distribution Methods in this
manual.

Centralized Algorithms

Another design issue that effects availability in a direct manner isthe use of centralized
algorithms: Extensive use of such agorithms under a distributed environment islikely to
result in poor performance and diminish overall system availability. Distributed7 avoids the
use of centralized algorithms as much as possible. There are instances, however, when the
use of centralized algorithmsis unavoidable, e.g., during processing of aglobal registration
request, or when acquiring an exclusive read-write lock acrossa DSM or DKM segment.
The use of centralized algorithms within this product is limited to the absolute minimum,
and used during selected operations that are not as time-sensitive.
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4.4.2.2 Reliability through Fault Tolerance

Distributed?7 incorporates a variety of a hardware redundancy and software recovery
techniques to achieve fault tolerance in the distributed mode of operation. Highlights of
these techniques are asfollows:

* To achieve high reliability, Distributed? relies on the use of connection-oriented TCP/IP
protocol when exchanging information between individua host machines comprising a
distributed environment.

* For those user applications that cannot tolerate a single-point-of-failure during inter-
machine communications, i.e., LAN failures, Distributed7 supports redundant LAN
configurations.

* Digtributed? features an optional heartbeat mechanism across TCP/IP connections
established between the individua hogts. This mechanism continually monitorsthe hedlth
and usability of the TCP/IP connections. Capabilities are provided to take a pre-planned
course of action if and when al TCP/IP connections to a specified host become unrdigble
and/or fail.

* Digtributed7 alows multiple instantiations of the system software components both in user-
space and kernd-gpace to run concurrent, multiple instances on a particular host or on
different hogts. Thus, the failure of aparticular instance does not pose a serious thregt from
the user’ s perspective because the other instances were designed to take over its
regpongibilities.

4.4.2.3 Failure Semantics

For inter-host communication, Distributed?7 relies on availability of kernel-level TCP/IP
connections between individua hosts comprising a distributed environment. Failuresin
communication over the LAN, therefore, have direct impact on the availability of the
product as awhole. To help improve overall system availability, redundant LAN
configurations are recommended.

Distributed7 was designed to survive individual host crashes. The DSM, DKM, and DRA
frameworksthat are available as part of the Distributed7 product were designed to cope with
such conditions by aborting all active and/or pending read/write/lock operationsinitiated by
applications running on the crashed host, and restoring the contents of the individual DSM/
DKM/DRA segmentsinto a consistent and usable state. Issues such as the introduction of a
new host to an existing network, and late start-up of a host while the other hosts are in
operation, are also addressed. Individual layers of the SS7 protocol stack, e.g., SCCP,
TCAP, ISUP, offer enhanced services that alow the set of resources associated with
application programs on crashed hosts to be adopted by other application programs, i.e.,
applications running on the surviving hosts.

4.4.2.4 LAN Failures

Partial or complete LAN isolations may result from unintentional cable disconnects, or from
running UNIX network interface configuration/mai ntenance commands, i.e., ifconfig.
Distributed7 handles them asfollows:
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» Single-LAN product configuration:
LAN isolation on a particular host resultsin aforced system shutdown on that host and an
gppropriate set of etmod darms. Any SS7 protocol-related recovery under LAN isolation of
aparticular host is performed by the hosts that remain intact.

* Dud-LAN product configuration, partid isolation of ahost:
Disabling one of the LAN interfaces resultsin generation of an eimod darm, and isfully
trangparent to upper layers of Didtributed7 software. If the LAN interface that was disabled
was the active connection, then aswitchover takes place and the standby interfece, i.e, the
interface that is not tampered with, becomes the active interface. When the disabled
interface is re-enabled and the TCP/IP connection is re-established, the interface is marked
asagtandby connection. LAN switchovers can beidentified by etmod darms.

* Dud-LAN product configuration, complete isolation of ahost:
Disabling both LAN interfaces resultsin aforced shutdown on that host, and a set of etmod
adarms. SS7 protocol-related recovery under complete LAN isolation of aparticular host is
performed by the hosts that remain intact.
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4.4.3 Scalability

Distributed7 supports up to a maximum of eight (8) host machines that can be
interconnected to form a distributed processing environment. It allows up to a maximum of
eight (8) signaling points that can be realized on one or more hosts. The total number of
UNIX processes that can register with the Distributed7 environment in the “global” senseis
limited to 1024. Depending on the registered layer, each application running under
Distributed? is can have amaximum of 16 or 32 instances.

Distributed7 makes a conscious effort to reduce the amount of static memory allocations
within the kernel-resident system software, and exploits dynamic memory allocation
mechanisms whenever possible, i.e., the DKM and DRA frameworks. Thisfactor isadirect
contributor to the scalability of the product.
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4.4.4 Transparency

The transparency aspects of the core product are described below. Transparency aspects of
Distributed7 with respect to the individual layers of the SS7 protocol are described later in
this section.

4.4.4.1 Access Transparency

Distributed7 alows users to access and manipul ate the operational parameters associated
with the platform. Also, the individual protocol layers can be accessed through any
configured host in an access transparent manner. Distributed?7 alows usersto control the
system software operations through any host in the network. The only requirement is that all
host machines running under a distributed Distributed7 environment are equipped,
minimumally, with the basic Service Provider Module (SPM) and the associated Network
Interface Modules. Most obvious examples of access transparency can be seen when one
attemptsto retrieve the list of processes executing under a distributed environment or start/
stop the system software on a specified host within the network.

4.4.4.2 Location Transparency

Distributed7 alows application programs executing under a distributed environment to be
addressed in alocation transparent manner. For example, an application process can send
messages to another process without specifying the host on which the destination processis
executing. It is up to the Distributed7 system software to find the target host and deliver
messages to the destination process on that host. Location transparent addressing methods
are available for both SS7 objects — users of the SS7 protocol — and named objects, i.e.
plain UNIX processes.

IPC Key

Under normal circumstances, location transparency is a desired feature when it comes to
addressing objects under a distributed environment. There is one exception involving
multiple instances of a particular process that may be running concurrently. To deal with
this, Distributed7 provides a more direct form of addressing, i.e., IPC key based, that
enables processes running under a distributed environment to be uniquely identified.

Another aspect of |ocation transparency involves distributed process management.
Distributed7 provides the capabilities to start/stop user-specified layers of system and/or
application software under a distributed environment in alocation transparent manner.
Capabilities are also provided to start/stop software on selected hosts. In most cases,
however, users need not know which hosts are executing specified pieces of software.

4.4.4.3 Concurrence Transparency

All service provider modules, i.e., STREAMS multiplexers, comprising the Distributed?
infrastructure are designed to support user concurrence as a built-in feature. Therefore,
system and/or application processes running under the Distributed7 environment need not
be concerned about the integrity of the overall system during their execution, provided that
their interface to the system is through the Distributed7 API libraries.
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4.4.4.4 Replication Transparency

Transparency involves data replication. To achieve high availability, Distributed7 makes use

of replicated data within both user space and kernel space. The fact that a certain piece of

datais replicated on severa hostsis completely hidden from user applications, be they
within the DSM, DKM, or DRA frameworks.

Another aspect of replication transparency involves software. Distributed7 permits multiple
instantiations of system and/or application software to run concurrently. The purpose of
multiple instantiations is to create system architectures that are fault tolerant. Fault tolerance
comes through replication of critical system and/or application programs on different hosts,
and through allowing programs to load-share, i.e., replicating them on the same host or on
different hosts. The existence of multiple instances of system software is an internal issue,
and is, therefore, transparent to user applications most of the time. Note however that users
interested in building fault-tolerant system architectures may be required to instantiate more
than one instance of selected pieces of system software on different host machines. The
existence of multiple instances of application software must be of direct concern to the
application itself and islikely to require some coordination among the individual instances,

e.g., how to process messages received by the individual instances.

4.4.4.5 Failure Transparency

Distributed7 delivers failure transparency both with hardware redundancy and software
recovery techniques.

An example of the Distributed7 hardware redundancy approach is support of redundant
LAN configurations. The presence of aredundant LAN configuration, i.e., dual LAN, is
completely transparent to user applications executing under the Distributed7 environment.
Thisis because administration and maintenance of multiple TCP/IP connections between
theindividual hosts are performed by special-purpose daemon processes. It isonly when all
TCP/IP connections to a particular destination fail that user applications are informed about
the unavailability of the corresponding destination.

To achieve failure transparency with software recovery techniques, Distributed? requires
multiple instantiations of the critical system components to run concurrently i.e., each
instance running on a different host, when providing services to user applications. For an
example of how that is achieved, refer to Failure Transparency on page 4-85.

4.4.4.6 Growth/Retrofit Transparency

Distributed7 alows installation of anew release of the product while the systemisin use.
Thisis useful becauseit allows customers to test/verify the contents of anew release, i.e.,
patch, on alimited number of hosts before upgrading all hosts in the network. For more
information about live software upgrade, refer to Live Upgrade of Distributed7™ on page
2-48 of the Installation and Maintence Manual.
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4.5 ProductSpecifications

Thisrelease provides areliable and scalable distributed computing environment that allows
the individual layers of the SS7 protocol stack to be distributed across multiple hostsin a
flexible manner.

Distributed7 supports distributed operations of the following layers of the SS7 protocol
sack:

» Message Transfer Part (MTP), Level 2 and Leve 3
« Signding Connection Control Part (SCCP)

* Transaction Capabilities Application Part (TCAP)
* ISDN User Part (ISUP)

4.5.1 MTP Layer Product Specifications

4.5.1.1 Resource Sharing

Flexibility of the Distributed7 M TP protocol layersinvolve the following:

* Allows signaling links for a particular link set to be distributed across amultitude of hosts,
and so yiedsflexible systlem configurations.

* Allows M TP L2 and L 3 protocols to be separated from each other: L2 protocol is needed
only on hogtsthat are equipped with the signaling link hardware, and L3 protocol is needed
on dl hogswhere MTP user parts, eg., SCCPand ISUP, exig.

* Allows operationa parameters associated with the MTP L2 and L3 protocols to be accessed
and/or manipulated through any host in the network, and so providesflexibility in system
adminigration/maintenance.

* Provides run-time support for ANSI and ITU variants of the MTP L2 and L3 protocols.

4.5.1.2 Reliability

Implementation of the MTP L2/L3 protocols reliability addresses high availability and fault
tolerance. The conditions under which the MTP layer software may fail to function properly
arelisted below.

High Availability

To achieve high availability, the Distributed? implementation of the MTP protocol layers
relies on information about the following entities to be replicated on all host machines that
are locally equipped with the MTP L3 software:

* Signaling points
 signding links

« signaling link sets
* signaing routes

* signaling route sets
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The replication task involves synchronization of both user-space and kernel-space data
items between the individual hosts. Because al critical pieces of MTP protocol data are
maintained in the kernel-space, thistask falls under the responsibility of the newly
introduced DKM and DRA frameworks, and is coordinated by the M TP protocol layers.

Whenever possible, the functions of MTP L3 on a particular host utilize the local copy of
the data available on that host to perform their tasks, e.g., routing decisions made by the
MTP L3 Signaling Message Handling (SMH) functions. Failures on remote hosts therefore
do not interfere with the operations of the MTP L 3 software on the local host, and the
availability of the system asawhole isincreased. The use of local data— as opposed to
using centralized copies of the data— improves the overall system performance and is
essentia for implementing a fault-tolerant system architecture.

The only centralized component in a distributed system configuration involvesthe MTP L3
SNM functionality, which is essentia to guarantee orderly processing of messages received
from the SS7 network (or initiated by the user) regarding the MTP network management
functionality. More information about the Distributed7 network management functionality
is provided in the following subsection.

Fault Tolerance

The Distributed7 implementation of the MTP L3 SNM functions contain built-in recovery
procedures. This provides continued network management functionality in the case of
partia failures, e.g., individual host crashes. The software recovery procedures employed
by the MTP-L 3 are based on the primary/backup server model. This means that the MTP
functionsin adistributed environment are provided through multiple hosts, i.e., through
multiple instances of the M TP-L 3 software.

Under normal circumstances, all network management functions are performed by the
primary instance of the MTP-L 3, with the backup instances having sufficient information to
take over if and when the primary instance fails.When the primary instance of the MTP-L3
fails, one of its backup instances takes over as the primary.

Failure Semantics

While operating under Distributed7, messages submitted by MTP user parts may not be
transmitted to the SS7 network under the following circumstances:

* A fatal error is encountered in the SS7 signding link hardware while there are messagesin
the transmit buffer of the board. These errors may result from failures of individua
hardware components on the SS7 board, e.g., CPU, on-board memory, ports, and/or failures
of Distributed7 device drivers or board-resident software such as the board operating
system or MTP L2 software.

* A fatal error is experienced on the local host while messages arein trangition. These errors
may result from hard/soft system resets, failure of critical hardware components, e.g., CPU,
on-board memory, disk drivers, or fallure of operating system and/or Distributed? kernel-
resident software.
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» Messages submitted need to be transmitted over signaling links that are located on remote
hogts, and afatal error is experienced on the loca host and/or one of the remote hostswhile
messages arein trangtion.

» Messages submitted need to be transmitted over signaling links that are located on remote
hosts, and asingle/dua-LAN fallureis encountered while messages arein trangtion. LAN
failures may result from hardware/software faluresin the LAN interface cards, hardware/
softwarefailuresin LAN components such as hubs and bridges, or hardwarefailuresin
LAN cablesand/or LAN interfaces.

Messages received from the SS7 network may not be delivered to their final destination if
one of the following events occurs:

* A fata error isencountered in the SS7 signaing link hardware while there are messagesin
the receive buffer of the board.

* A fata error is experienced on the loca host while messages arein trangition.

» Messages are destined to a user on aremote hogt, and afatal error is experienced on the
local hogt and/or remote host while messages arein trangition.

» Messages are destined to auser on aremote hogt, and aLAN failure is encountered while
messages arein trangtion.

The Distributed?7 product is capable of detecting the LAN hardware/software failures within
atimeinterval that isat most five timeslonger than the programmable TCP/IP heartbeat
interval. The longer thistimeinterval is set to, the higher the total number will be of lost
inter-host messages when afatal error is encountered in the LAN hardware/software.

4.5.1.3 Scalability

For scalability reasons, Distributed7 dynamically alocates al internal resources associated
with the individual MTP user parts for a specified signaling point, i.e., resources are not
allocated until the corresponding signaling point and/or the user part is instantiated.

4.5.1.4 Transparency

Trangparency aspects of the MTP protocol layers are:
» Access transparency
* Location transparency
« Concurrence transparency
* Replication transparency
« Failure transparency

Access Transparency

Distributed7 provides full access transparency when retrieving/manipulating information
regarding operational parameters associated with the M TP protocol layers aslong as access
to thisinformation is with the officially supported Distributed7 management interfaces, e.g.,
MML and AccessMOB.
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Location Transparency

Under Distributed?, all MTP L2/L3 parameters except for those associated with signaling
link hardware can be accessed and manipulated in alocation transparent manner. To access
and/or manipul ate parameters associated with the signaling link hardware, users need to
specify the name of the host machine on which the signaling link hardware isinstalled.

Another aspect of |ocation transparency involves the start-up/termination of the M TP
related software on individua hosts. Under Distributed?, users can start-up/stop the MTP

L 3 functions across many host machines in alocation transparent manner. Alternatively,
they can start-up/stop selected portions of the M TP L3 software on specified hosts. MTP L2
software can also be started or stopped either in alocation transparent manner or by
specifying the host name and board number information.

From a users point of view, distribution of the M TP functionality across a network of hosts
isto agreat extent location transparent. While Distributed? requiresthat all hosts on which
MTP users exist be equipped with the MTP L3 software, it does not require all such hoststo
feature local signaling link hardware. This approach enables M TP user parts to exchange
messages with the SS7 network without knowing which signaling link hardware is being
used to transmit and receive these messages.

Concurrence Transparency

Distributed7 allows multiple M TP users, e.g., SCCP, TCAP, ISUP, aswell as multiple
instantiations of a particular MTP user, to exchange messages through the SS7 network in a
concurrent manner. All critical pieces of data used by the MTP L2/L 3 software are
internally protected, and users of the MTP protocol can therefore interact with the network
concurrently without any interference among them.

Replication Transparency

Under adistributed environment, all critical pieces of MTP L3 information are replicated on
all hosts equipped with the MTP L3 software through the use of DKM and DRA
infrastructures. This includes information about signaling points, signaling links and link
sets, signaling routes and route sets, and signaling network management function states.
Replicated M TP data contains both configuration related information, e.g., the number of
signaling links within alink set, and information of a more dynamic nature, e.g., changesin
the state of asignaling link.

The Distributed?7 implementation of the M TP protocol layers features built-in intelligence to
keep the replicated copies of DKM and DRA data appropriately synchronized. This
mechanism is completely transparent to the users of the MTP.

Failure Transparency

From a user perspective, Distributed7 supports failure transparency by allowing multiple
instantiations of the M TP Signaling Network Management (SNM) functions to execute
concurrently in the primary/backup server mode.
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4.5.1.5 Performance Considerations

The highlights of the Distributed7 implementation of the M TP protocol layersin regard to
performance are asfollows:

« Distributed7 makes use of kernel-level TCP/IP connections to convey messages between
hogts; therefore, it is capable of meeting the transfer times specified in Recommendation
Q.706 when sending messages across sgnaing links located on remote hosts.

* MTP L3 changeover/changeback scenarios that involve signaling links located on different
hosts meet the time limits specified in Recommendation Q.706.

» To achieve increased throughput, Digtributed7 alows multiple users— executing on a
particular host or different hosts— to submit/receive MTP L3 messages through the SS7
network in aconcurrent manner.

* To achieve increased throughput, Distributed7 alowsidentical copiesof theMTP L3 SMH
functions to execute concurrently on different hogts.

» Theimplementation of MTP L3 software recovery proceduresis designed so that backup

ingtances remain mogtly idle. Thisalowsthe CPU power on the hosts where backup
ingtances run to be used for other computationa needs.
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4.5.2 SCCP Layer Product Specifications

4.5.2.1 Resource Sharing

Flexibility aspects of the Distributed7 SCCP protocol layer alow:

» SCCP subsystems/applications executing on ahost that is not localy equipped with the
sgnaling link hardware to exchange messages with the SS7 network using signaling links
located on remote hosts

* Operationa parameters associated with the SCCP protocol layer to be accessed and/or
manipulated through any host in the network, i.e., flexibility in system administration/
maintenance

* Run-time support for ANSI and ITU variants of the SCCP protocol

4.5.2.2 Reliability

The following subsections describe how the implementation of the SCCP protocol
addresses the reliability issues of high availability, fault tolerance, and failure semantics.

High Availability

To achieve high availability, the implementation of the SCCP protocol layer relies on
critical pieces of information about all SCCP subsystems and/or applications to be
replicated on all host machines that are locally equipped with the SCCP layer software. The
replication task is performed by the DKM and DRA frameworks on behaf of the kernel-
resident SCCP module. Whenever possible, the SCCP functions on a particular host use the
local copy of datathat is available on that host to perform its tasks, e.g., routing decisions
made by the SCCP protocol layer. Thus, failuresin remote host machines do not impact the
operations of the SCCP protocol software on the local host, increasing the availability of the
system asawhole.

The only centralized component under a distributed system configuration involves the
SCCP management (SCMG) functionality. Thisis essential to guarantee an orderly
evaluation and processing of SCCP management events. At any particular point in time, all
management tasks are performed by a particular instance of the SCCP software on one host.
The sdlection of thisinstanceisfully dynamic, i.e., if the host goes out of service, then the
management tasks are performed by a particular instance of the SCCP software on another
host in the distributed system configuration.

Fault Tolerance

Thisimplementation of the SCMG functionality features built-in recovery procedures. This
is essential to provide continued management functionality in the case of partia failures,
e.g., individual host crashes. The software recovery procedures employed by the SCMG
layer are based on the primary/backup server model described in Fault Tolerance on page 4-
83. For fault-tolerance reasons, the SCM G functions under a distributed Distributed7
environment are provided through multiple hosts with multiple instantiations of the SCCP
software. Under normal circumstances, all SCM G functions are performed by the primary
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instance of the SCCP software, with the backup instances having sufficient information to
take over if and when the primary ingtance fails.

Thisimplementation of the SCCP protocol features built-in recovery procedures that allow
application programs to recover from individual host crashes without losing the SCCP
connections set up through the crashed hosts. More information on these proceduresis
provided in Failure Transparency on page 4-89.

Fault-tolerant Distributed7 system architectures require a minimum of two instances of the

SCCP software (per signaling point) to be running, i.e., in the primary/backup mode, on two
different hosts. System configurations that comprise asingle instance of the SCCP software
are not fault-tolerant.

Failure Semantics

Being an MTP user part, the SCCP protocol layer is directly effected by the failure
semantics described in Failure Semantics on page 4-83.

4.5.2.3 Scalability

For scalahility reasons, Distributed? allocates all internal resources associated with the
individual SCCP subsystems/applicationsin a dynamic manner, i.e., resources are not
allocated until the corresponding subsystem is instantiated.

4.5.2.4 Transparency

The following subsections describe the transparency aspects of the SCCP protocol layer.

Access Transparency

Provided that accessto the information is through the officially supported Distributed?
management interfaces, i.e., MML and AccessM OB, Distributed7 provides full access
transparency when retrieving/manipul ating information regarding operational parameters
associated with the SCCP protocol.

Location Transparency

Under Distributed?7, operationa parameters associated with the SCCP protocol layer can be
accessed and manipulated in alocation transparent manner, i.e., users need not know which
hosts are equipped with and/or running the SCCP layer software.

Another aspect of location transparency involves the start-up/termination of the SCCP layer
software on the individual hosts. Under Distributed?, users can start-up/stop the SCCP
software across a multitude of host machines in alocation transparent manner. For more
controlled operations, Distributed?7 also provides the means to start-up/stop the SCCP
software on a specified host or set of hogts.

Concurrence Transparency

Distributed7 allows multiple SCCP subsystems as well as multiple instantiations of a
particular subsystem to exchange messages through the SS7 network in a concurrent
manner. All critical pieces of data used by the SCCP software are internally protected; thus,
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users of the SCCP protocol can interact with the network concurrently without any
interference among them.

Replication Transparency

Under a distributed environment, all critical pieces of SCCP protocol information are
replicated on all host machines that are equipped with the SCCP layer software, using the
DKM and DRA frameworks. Thisincludes information about subsystems aswell as
information about the class of SCCP service being provided, i.e., in the case of connection-
oriented services.

Thisimplementation of the SCCP protocol |ayers features built-in intelligence to keep the
replicated copies of DKM and DRA datain sync at all appropriate times. This mechanismis
completely transparent to the SCCP applications.

Failure Transparency

From a users perspective, Distributed7 supports the concept of failure transparency by
allowing multiple instantiations of the SCCP software to run concurrently. Specificaly, the
failure transparency characteristics of the SCCP layer are asfollows:

* All critical pieces of information about the SCM G functions are replicated on al hosts
equipped with the SCCP layer.

* All critical pieces of information about the connection-oriented SCCP servicesare
replicated on al hosts equipped with the SCCP layer. Thisensuresthat in the case of an
individua host crash, the connectionsthat are established through SCCP applications
running on that host can be assigned to other gpplications running on the surviving hosts.

» When operating under a distributed Distributed7 environment, information about the
connectionless SCCP sarvicesis not replicated on the individua hosts. Thus, it isnot
possible to provide fault-tolerant connectionless SCCP services using the Ditributed?
product. This should be viewed as an acceptable mode of operation however, dueto the
unreliable nature of the “connectionless’ communication protocolsin generd.
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4.5.3 TCAP Product Specifications

4.5.3.1 Flexibility
Flexibility aspects of the TCAP (TC) layer are:

* Allows TC applications running on ahost that is not locally equipped with the signaling link

hardware to exchange messages with the SS7 network using signaling links located on
remote hogis.

* Supports front-end/back-end system configurations when the M TP and SCCP layersare run
on one or more front-end hogts, and the TCAP layer aswdll asthe TC application arerun on

one or more back-end hosts.

* Allows TC applications to specify the underlying transport service provider to be used for

TCAP message trangportation. Users can currently select between the SCCP and TCP/IP

transport protocols.

* Supports TCP/IP connectivity to 3rd-party hosts that are not equipped with the Distributed?

software for exchanging TCAP messages with them.
* Provides run-time support for ANS| and ITU variants of the TCAP protocol.

* Allows hybrid stacks to be built in which the TCAP protocol may differ from that of the

MTP and SCCP layers.

* Allows aparticular TC agpplication to exchange TCAP messages with other applications

through multiple service endpoints. In this case the user gpplication must specify the

underlying trangport service provider aswell asthe variant of TCAP protocol to be used for

each service endpoint.

4.5.3.2 Reliability

The following sections describe how the implementation of the TCAP protocol addresses
reliability issues such as high availability and fault tolerance.

High Availability

Thisimplementation of the TCAP protocol layer does not rely on the use of any centralized
data. Information about all active transactions initiated by a TC application isreplicated on
all hosts that are equipped with the TCAP software and feature another instance of that TC
application. Thus, failures in remote host machines do not impact the operations of the TC
applications on the local host, increasing the availability of the system asawhole.

All kernel-space data used by the TCAP transaction layer isimplemented in the form of
DKM segments and, under normal circumstances, the scope of thisdataiis limited to the
local host. It isonly inthe case of afailure that the need arisesto access the replicated copies
of the data manipulated through aremote host. Thislatter feature requires amost no extra
time due to the off-line synchronization capacity of the DKM framework.

Fault Tolerance

Thisimplementation of the TCAP protocol features built-in recovery procedures that allow
application programs to recover from individual host crashes without losing the active
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transactions on the crashed hosts. More information on these proceduresis provided in
Failure Transparency on page 4-92.

of each TC application to be executing (in load-shared mode) on two different hosts. System
configurations that comprise a single instance of a TC application, or multiple instances of
a TC application all executing on the same host, are not fault-tolerant.

f Note: Fault-tolerant Distributed7 system architectures require a minimum of two instances

Failure Semantics

When the transport services provided by the SCCP protocol arein use, the TCAP protocol
layer isdirectly effected by the failure semantics described in Failure Semantics on page 4-
88. When the transport services provided by the TCP/IP protocol arein use, failuresin
communication over the LAN have direct impact on the correct operations of the TC
applications involved.

the TCAP component-handling layer. If such functionality is desired, then it needsto be
implemented by the TC application itself. TC applications may take advantage of the
power ful user/kernel-space data distribution frameworks that are available as part of
Distributed?7 to implement customized recovery strategies.

f I mportant: The TCAP implementation features no built-in software recovery intelligence at

4.5.3.3 Scalability

Distributed7 allows up to amaximum of 16 different TC applicationsto be executing on a
particular host, with each TC application having up to 63 instances executing concurrently
(in load-shared mode). Each TC application may carry out up to 65536 active transactions at
agiventime.

Note: The maximum number of instances for a particular TC application permitted acrossa
network islimited to 63 * n, where nisthe number of hosts in the network.

4.5.3.4 Transparency
The following sections describe the transparency aspects of the TCAP protocol |ayer.

Access Transparency

The TCAP implementation features a small yet powerful set of command-line utilities that

can be used to retrieve various pieces of information regarding the TC applications running
under a distributed Distributed7 environment, and/or configure various parameters used by
the TCAP transaction layer.

Location Transparency

Under Distributed?, users can start-up/stop the TCAP layer software across a multitude of
hosts in alocation transparent manner. For more controlled operations, Distributed7 also
provides the means to start-up/stop the TCAP layer software on a specified host or set of
hosts.
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Concurrence Transparency

Distributed? allows multiple TC applications to execute in a concurrent manner. All critical
pieces of data used by the TCAP software are internally protected; thus, TC applications can
exchange messages with other applications concurrently without any interference among
them.

Replication Transparency

Under adistributed environment, all critical pieces of TCAP protocol information are
replicated on all host machines that are equipped with the TCAP layer software and have
active TC applications running on them, using the DKM framework.

Thisimplementation of the TCAP transaction layer features built-in intelligence to keep the
replicated copies of all DKM data synchronized at al appropriate times. This mechanismis
completely transparent to the TC applications.

Failure Transparency

From auser’ s perspective, Distributed7 supports the concept of failure transparency by
allowing multiple instantiations of a TC application to run concurrently. Specificaly, the
failure transparency characteristics of the TCAP layer are asfollows:

All critical pieces of information about the active TCAP transactionsis replicated on all
hosts equipped with the TCAP layer. This ensures that in the case of an individua host
crash, the transactions that are set up with TC applications running on that host can be
assigned to other instances of that application running on the surviving hosts.
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4.5.4 ISUP Product Specifications

4.5.4.1 Flexibility

Flexibility aspects of the ISUP protocol layer are:

* Allows users of the ISUP protocol layer to execute on ahost that is not equipped with the
sgnding link hardware

» Supports front-end/back-end system configurationsin which the MTP and ISUP layers are
run on one or more front-end hosts and the users of the ISUP layer are run on one or more
back-end hosts

* Allows operational parameters associated with the | SUP protocol layer to be accessed and/
or manipulated through any host in the network; thus, providesflexibility in system
adminigtration/mai ntenance

* Provides run-time support for ANSI and ITU variants of the ISUP protocol
* Supportsinstantiation of multiple call control instances on the same and/or multiple hosts

4.5.4.2 Reliability

o

The following sections describe how the Distributed7 implementation of the ISDN User
Part (1ISUP) protocol addresses reliability issues such as high availability and fault
tolerance.

High Availability

To achieve high availability, the Distributed7 implementation of the ISUP protocol layer
relies on critical pieces of information about | SUP circuit groups and circuits within each
circuit group to be replicated on all hosts that are locally equipped with the ISUP layer
software. Whenever possible, ISUP functions on a specified host use the local copy of data
available on that host to perform their tasks. Thus, failures in remote hosts do not impact the
operations of the | SUP software on the local host, increasing the availability of the system
asawhole. Distributed7 ISUP implementation relies on the DSM and DKM frameworks for
user/kernel-space data distribution.

Fault Tolerance

Thisimplementation of the ISUP protocol features built-in recovery procedures that allow
application programs to recover from individual host crashes without losing the stable calls
set up through crashed hosts.

Note: Fault-tolerant system architectures require a minimum of two instances of the |ISUP
software per signaling point (in the loadshare mode) on at least two different host
machines. System configurations that have a single instance of the |SUP software are not
fault-tolerant.
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Failure Semantics

Being an MTP user part, the ISUP protocol layer isdirectly effected by the failure
semantics.

4.5.4.3 Scalability

Digtributed7™ supports amaximum of 248 | SUP destinations. The total number of trunks
that may be configured across a network of hostsis also limited to 8192. There are no other
inherent limitations with respect to the number of trunks that may be connected to a
particular |SUP destination.

For scalability reasons, Distributed? allocates al internal resources associated with the

| SUP protocol datain a dynamic manner. User-space data maintained by the ISUP daemon
processis stored in the form of DSM segments. These DSM segments are dynamically
created when thefirst instance of the |SUP daemon process for a specified signaling point is
started, and destroyed when all instances of the | SUP daemon process for a specified
signaling point are terminated. | SUP implementation relies on the DKM framework to
create and store its kernel-resident data.

4.5.4.4 Transparency

The following sections describe the transparency aspects of the ISUP protocol ayer.

Access Transparency

Distributed7 provides full access transparency when retrieving/manipulating information
regarding operational parameters associated with the ISUP protocol layer aslong as access
to thisinformation is through the officially supported Distributed7 management interfaces,
e.g., MML and AccessMOB.

Location Transparency

Under Distributed?, operational parameters associated with the ISUP protocol layer can be
accessed and manipulated in alocation transparent manner, i.e., users need not know which
hosts are equipped with and/or running the ISUP layer software.

Another aspect of location transparency involves the start-up/termination of the ISUP layer
software on the individual hosts. Under Distributed?, users can start-up/stop the ISUP
software across a multitude of host machines in alocation transparent manner. For more
controlled operations, Distributed7 aso provides the meansto start-up/stop the ISUP
software on a specified host or set of hogts.

Concurrence Transparency

Distributed7 alows multiple instantiations of the ISUP layer software, for a specified
signaling point, to execute concurrently on multiple hosts within a distributed Distributed?
environment. This capacity for multiple instance instantiation, with software redundancy,
supports fault-tolerant system configurations.

Circuit supervision events that occur while operating under a distributed environment are
always processed by the primary instance of the | SUP software — in case the ISUP layer for
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the corresponding signaling point features multiple instances. The selection of the primary
ISUPinstance isfully dynamic.

Replication Transparency

Under a distributed environment, al critical pieces of ISUP protocol information are
replicated on al host machines that are equipped with the ISUP layer software, using the
DSM and DKM frameworks. Thisincludes information about individual circuits groups,
circuits within each circuit group, and protocol timers.

Implementation of the ISUP protocol layer features built-in intelligence to keep the
replicated copies of all DSM and DKM data synchronized at al appropriate times. This
mechanism is completely transparent to the |ISUP users.

Failure Transparency

From auser’ s perspective, Distributed?7 supports the concept of failure transparency by
allowing multiple instantiations of the ISUP protocol software to execute concurrently. All
critical pieces of circuit information are replicated on all hosts equipped with the ISUP
layer, meaning that in the case of an individual host crash, the ownership of the circuits
allocated by application programs running on that host can be assigned to other applications
running on the surviving hosts.
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aapter 5 INNSTAllAtiON

5.1 Overview

This chapter describes installation of the Signaling Gateway Client software on a Sun
platform. Signaling Gateway Client uses Distributed? for its SS7 M TP, ISUP, SCCP and
TCAP functions, and requires that Distributed7 packages be installed first.

Important: You need a license file to run the NewNet Communication Technologies software
package. Thislicensefile is already on hardware systems purchased and staged by NewNet
Communication Technologies and delivered with the software already installed. You must
have the following information to obtain the license file from the NewNet Communication
Technologies Technical Assistance Center (TAC):

* License number fromthe label on the CD and/or ingtallation tape.

* Host ID of your machine. Enter the following in the Solaris command window to find out
the host id:

/usr/sbin/sysdef -h @

* Call TAC at (877) 698-5583 US (203) 647-0580 International, or email the information to
Support@nennet.com.

* Thelicensefileisthen emailed to you or put up on the FTP site for you to download.

The key file must be copied into the $EBSHOM E/access/etc directory with the file name of
license.dat (see Sep 10 on page 5-106).
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5.2 Softwarelnstallation

The Signaling Gateway Client software isinstalled from either aCD ROM or 1/4 inch, 4mm
tape. The software contains object files, include files, sample programs, libraries, utility
files, and executables.

The stepsin this section have the instructions to install Signaling Gateway Client using a
packaged format. The packages, or filesets, are dependent on other packages as shownin
Table 5-1. Packages must be installed in order of their dependencies, and removed in reverse
order. For instance, D7corel isthefirst package to be installed and the last one to be
removed.

Multiple versions of the software can beinstalled on a system.

Correct operations of the software may require manipulation of one or more of the following
sample configuration files on al involved hosts. Thesefiles are used to locate a variety of
databases associated with host names and network services. Information about a specific
entry may come from a number of sources, such as UNIX files, NIS, NIS+.

* /etc/nsswitch. filesThisfileisasample configuration filethat indructs the network
sarviceslibrary functionsto rdy on theinformation specified in
aopropriate UNIX filesonly.

* /etc/nsswitch.nisThisfileisasample configuration file that instructs the network
sarviceslibrary functionsto rely on the information specified
in gppropriate UNIX filesand the NIS database.

* /etc/nsswitch.nisplusThisfileisasample configuration file that instructsthe
network serviceslibrary function to rely on the information
specified in appropriate UNIX filesand the NI S+ database.

I mportant: Users must be aware that the netdbase service type, which relies on the use of
connection-oriented TCP/IP protocol, has been defined in the /etc/servicesfile on the
system and correct operations of the Sgnaling Gateway Client software require that the
netd

daemon can invoke the netdir_getbyname() function to retrieve information about this
service type. Therefore, it isup to the user to manipul ate the sample configuration files
listed previoudly to be sure that it is possible to retrieve thisinformation fromthe /etc/
servicesfile. Failureto do so resultsin the netd daemon terminating its execution
prematurey with the reason for termination listed in the master log file.

d I mportant: By default, Distributed7 software expects the official host name of the machine
to be used. Customersinterested in using alias names are required to run the ebs_config
script following initial software installation. This script prompts the customer for the host
name, and the host name that the customer specifiesthere is saved in the /etc/amgrhost file.
Fromthen on, when Distributed? system softwareis started, the host name listed in the/
etc/amgrhost file is used. This allows customers to configure the Distributed7 product to
make use of alias names for their host machines, and therefore provides flexibility in
product configuration, e.g., when a particular host machineis part of multiple public/
private networks.
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Incorportate the following linesinto the /etc/nsswitch. conf file that hasfilesasthe first
entry for the hosts and services entries:

hosts: files dns nisplus [NOTFOUND=return] files

services: files nisplus [NOTFOUND=return] files

I mportant: For more information about the format of the entries listed in the file, and how
each entry isinterpreted, please see the online manual pages for the nsswitch.conf
configuration file.

5.2.1 Disk Space Requirements

Table 5-1 lists the disk space requirements for each Signaling Gateway Client software
package, and the total disk space required:

Table 5-1: Required Packages for Signaling Gateway Client

Description Pig;i‘ge S%I;(l:(e Prerequisite
(KB)

Core D7corel 26809 -

Application Process Management D7core2 13408 P7corel

Distributed Memory Management D7core3 10672 P7corel, 2

Alarm Management D7cored 2384 p7corel, 2, 3

Graphical User Interface D7coreb 21456 p7corel-4

Measurements Collection (OMAP) D7coreb 1616 p7corel-5, D7ss7pl

MTP D7ss7pl 28648 4l D7core packages

ISUP D7ss7p2 9936 gl D7core packages, D7ss7pl

SCCP D7ss7p3 6744 gl D7core packages, D7ss7pl

TCAP D7ss7p4 11320 gl D7core packages, D7ss7p1l,
D7ss7p3

1A1-D D7ss7p5 10960 gl D7core packages, D7ss7p1,
D7ss7p3, D7ss7p4

GSM MAP D7ss7p6 25880 gl D7core packages, D7ss7p1,
D7ss7p3, D7ss7p4

GSM A D7ss7p7 4584 | D7core packages, D7ss7pl,
D7ss7p3

APISfor SC5.8 D7xlib0 29565 p7corel

APISfor SC5.0 D7xlibl 28020 p7corel

APISfor GNU3.1 D7xlib2 11991 P7corel

Signding Gateway Client Core SGCcore 14,003 All of the above

Total Disk Space Required 293592
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5.2.2 Installation Steps
This section has the stepsto install the Signaling Gateway Client software. Installation
process
has the following requirements:
* Superuser privileges are required to complete the installation.

» Multiple releases of Sgnding Gateway Client can beingtaled on asingle host. Usethe
sgc_satrdease command to switch between different releases when there ismore than one
releaseingaled on ahogt.

* Theingtdlation procedure should be repeated on all the hosts of the SGC clugter. Itis
possibleto ingtdl Signaling Gateway Client as sandaone or distributed.

- For multiple hosts "distributed” mode must be selected in the installation process.
r - For one host operation "standalone" must be selected.

Note: It is possible to change the Distributed/Standal one mode of operation after
completing the installation. Installation directory names need not be same across all hosts
inthe cluster.

*Go to Step 1 if you have the licensefile. The following information isrequired to obtain the
licensefilefrom TAC, which must be copied to the host in Step 10:
- The Serial number from the label on the installation CD or tape.
- The Host ID of the machine.

Note: Enter nostid in the Solaris command window to get the Host ID.

- Give the information to the NewNet Communication Technologies Technical
Assistance Center by calling (800) 416-1624 US, (408) 432-2600 International, or
emailing the request to support@newnet.com. The license fileis emailed to you or
put up on the FTP site for you to download.

I mportant: Installation instructions are updated in the Rel ease Notes and README file. Be
sure to check these for the latest information. T
Caution Be sure that the following Solaris 10 patch isinstalled on your
system.
108528-18 (cluster patch)
Enter the following command to find out the installed patches
[Eryour system:
/bin/showrev -a
Although it is better to install the patches beforeinstalling
Sgnaling Gateway Client, it is possible to apply the patches any
time AFTER installing the NewNet Communication

Technologies software. The NewNet Communication
Technol ogies software may have abnormal behavior or you may
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: cotal | arieseraghes it I
installed!

The patches and their installation instructions can be obtained
from Sun Support (http://sunsol ve.sun.convpub-cgi/
show.pl ?tar get=home):

5.2.2.1 Installation Preparation

From a CD

1. Log in asroot.

2. Create the directory where the Signaling Gateway Client software packages are to be
installed. Thisisthe base directory that isreferenced in later installation steps.

mkdir /newnet
e These gteps use newnet as the base directory example, but you can create the base

directory with any name.
Caution: Itisstrongly recommended that the base directory be on the
same host as the installation. Also there should be enough free

disk spaceto ingtall all the packages and to accommodate the
log files which may increase substantially in size during normal
operation.
e The startup script specifies your base directory entry as the SEBSHOME and
$SGCHOME environment variables when logged in as sgcadm.
3. Put the CD into its drive.

(but NOT thetmp directory). Thisallowsfor afagter softwareingallation fromthe hard disk, and
thefilesarereadily availableto reingall something without the CD. However, there must be
enough disk space to copy all thefilesand ingall the software. Complete the following substepsto
make a directory and copy thefilesfroma CD. Go to the next ep if you do not want to do this.

a. Enter the following to create adirectory in the root of the hard disk (/SGC140pkg
in this example):
mkdir /SGC140pkg
cd /SGC140pkg

b. Enter the following to copy the files from the CD to the /SGC140pkg directory:
cp -r <cd_device_name>/* /SGC140pk@
where <cd_device names isthe name of the CD drive being used—,/cdrom/
cdromg for exampl e

4. Complete the following | F a previous version of Signaling Gateway Client isinstalled

on the machine:

a. Modify the /var/sadm/install/admin/default file contents so that the value
of theinstance field is set from overwrite to unique.

! I mportant: You may indall the software directly fromthe CD or copy the CD filesinto a directory
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Thisinsuresthat an already installed software package, such as D7corel, is not
overwritten when the new version isinstalled. It also allows different versions of
aparticular software package to co-exist in the same directory, such as D7corel,
D7corel.2, and SGcore.2. This change does not prevent re-installation of a

I particular version of a software package in the same base directory.

Note: Usethe pkginfo command to check all existing versionsif there are multiple
versions of a software package installed on one machine.

5. Install the software packages either directly from the CD, or from the directory
created in Step 3.aon page 5-101:

Install directly from a CD.,
pkgadd -d devnan@
where devname iSthe device name of the CD drive being used.
OR
Install directly from sourcg.directory created in Step 3.a on page 5-101
pkgadd -d pathnam

where pathname iSthe full UNIX path name of the directory to which the files
were copied from the CD (/SGC140pkg in this example).

From a Tape

1. Log in as root.

2. Create the directory where the Signaling Gateway Client software packages are to be
installed. Thisisthe@ directory that isreferenced in later installation steps.

mkdir /newnet
e These steps use newnet as the base directory example, but you can create the base

directory with any name.
A Caution: It isstrongly recommended that the base directory be on the A

same host as the ingtallation. Also there should be enough free
disk spaceto ingtall all the packages and to accommodate the
log fileswhich may increase substantially in size during normal
operation.

e The startup script specifies your base directory entry as the $SEBSHOME and
$SGCHOME environment variables when logged in as sgcadm.

3. Put the tape into its drive. Be sure to set atape’ s write protection away from safe.

d Important: You may indall the software directly fromthe tape, or copy thefilesinto a directory
(but NOT thetmp directory). Thisallowsfor afagter softwareingallation fromthe hard disk, and
thefilesarereadily available to rengall something without the tape. However, there mugt be
enough disk spaceto copy all thefilesand ingall the software. Complete the following substepsto
make a directory and copy thefilesfroma tape. Go to the next sep if you do not want to do this.
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a. Enter the following to create a directory in the root of the hard disk (/SGC140pkg
in this example):

mkdir /SGC140pkg @
cd /SGC140pkg £

b. Enter the following to copy the files from the tape to the /SGC140pkg directory:
tar xvf <tape device name> =3

where <tape device name> iSthe name of the tape drive being used—/dev/rmt/
@ for example.

4. Complete the following | F a previous version of Signaling Gateway Client isinstalled
on the machine:

a. Modify the /var/sadm/install/admin/default file contents so that the value
of theinstance field is set from overwrite to unique.
Thisinsuresthat an already installed software package, such as D7corel, is not
overwritten when the new version isinstalled. It also allows different versions of
a particular software package to co-exist in the same directory, such as D7corel,
D7corel.2, and SGceore.2. This change does not prevent re-installation of a
particular version of a software package in the same base directory.

Note: Usethe pkginfo command to check all existing versionsif there are multiple
versions of a software package installed on one machine.

5. Install the software packages either directly from the tape, or from the directory
created in Step 3.aon page 5-103:

Install directly from a tape:
pkgadd -d devnarf@E]

where devname is the device name of the tape drive being used.
OR

Install directly from source directory created in Step 3.a on page 5-101
pkgadd -d pathnarr@

where pathname iSthe full UNIX path name of the directory to which the files
were copied from the tape (/SGC140pkg in this example).
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5.2.2.2 Installation

P —
The following packages are available:

1. The system displays a menu of the Signaling Gateway Client packages that can be
installed. Ingtall al software packages in the order they are listed:

——_j

1 D7corel Digtributed7 Core 1.4.0.6

(sparc) 1.4.0.6
2 D7core2 Distributed7 Process Management 1.4.0.6

(sparc) 1.4.0.6
3 D7core3  Distributed7 Memory Management 1.4.0.6

(sparc) 1.4.0.6
4 D7core4 Distributed7 Alarm Management 1.4.0.6

(sparc) 1.4.0.6
5 D7core5 Distributed7 GUI 1.4.0.6

(sparc) 1.4.0.6
6 D7core6 Digtributed7 OMAP 1.4.0.6

(sparc) 1.4.0.6
7 D7ss7pl Digributed7 MTP 1.4.0.6

(sparc) 1.4.0.6
8 D7ss7/p2 Didributed7 ISUP 1.4.0.6

(sparc) 1.4.0.6
9 D7ss7p3  Distributed7 SCCP 1.4.0.6

(sparc) 1.4.0.6
10 D7ss7p4 Didributed7 TCAP 1.4.0.6

(sparc) 1.4.0.6
11 D7ss7p5 Digtributed7 1S41D MAP 1.4.0.6

(sparc) 1.4.0.6
12 D7ss7p6  Distributed7 GSM MAP 1.4.0.6

(sparc) 1.4.0.6
13 D7ss7p7 Didributed7 GSMA 1.4.0.6

(sparc) 1.4.0.6
14 SGCcore NewNet Signaling Gateway Client Core 1.4.0.6

(sparc) 1.4.0.6

Select package(s) you wish to process (or 'al’ to process
al packages). (default: al) [?2,72,q]:

. Pr%s@er this menu to install all the packages.

o Install just the SGCcore packageif the same version of Distributed7 packages are
aready installed. Type 14 and presfy do this.

e Use pkginfo command to see which versions of the packages are already installed
on the system.
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2. During installation, the following prompt asks you to select distributed or simplex
configuration:

e e
—

Distributed? product can be configured to support:

+ distributed product configurations where two or more host
machines are connected to each other viaalocal area network.

+ simplex product configurations where the Distributed7
environment comprises isolated [stand-alone] host machines.

Which mode do you want [(1)distributed (2)smplex]? [7]

If you plan to use SGC in standalone mode select simplex, otherwise select
distributed.

e Enter 1to select adidributed system.
e Enter 2to select asmplex system.

Important: Run ebs_config to change the Sgnaling Gateway Client configuration whenever
you need to change the mode between distributed and ssmplex. Running the ebs_config
command is part of the configuration in Chapter 4: Operations, Administration and
Maintenance.

3. Thefollowing prompt for the Distributed7 base directory appearsto prepare for the
installation of its packages:

This example shows NewNet as the entry for the Distributed7 base directory.
4. The following prompt for the Signaling Gateway Client Core base directory appears
to

Notice that the default base directory is what was entered in the prompt for the
Distributed?7 base directory. While adifferent directory can be entered, it is
recommended that Signaling Gateway Client be installed in the same base directory
as

Distributed?.

I mportant: The startup script automatically sets the EBSHOME and SGCHOME
environment variables to this base directory when logged in as sgcadm. It must be set
manually if logged in using a different account.
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5. During installation of the individual packages, prompts appear for the setuid/
setgid permissionsfor various executables. Enter y (YES) to al prompts. The
following is an example of one of these prompts:

__\

—
The following files are being installed with setuid and/or setgid
permissions:

/newnet/access.1.4.0.6/bin/logd <setuid root>
/newnet/access.1.4.0.6/bin/fmml <setuid root>
/newnet/access.1.4.0.6/bin/netd <setuid root>
/newnet/access.1.4.0.6/bin/snmp_i <setuid root>
/newnet/access.1.4.0.6/bin/snmp_p <setuid root>
/newnet/access.1.4.0.6/bin/spmd <setuid root>
Inewnet/access.1.4.0.6/install/cron.restart <setuid root>
Inewnet/access.1.4.0.6/install/ebs_modunload <setuid root>

L Do you want to install these as setuid/setgid files[y,n,?,q]

6. Enter the password for sgcadm when prompted to do so. Enter it a second time to
confirm that it was entered correctly.

Please supply a password for sgcadm.

New password:

Re-enter new password:

passwd (SY STEM): passwd successfully changed for sgcadm

7. The system returns to the pkgada menu after all Signaling Gateway Client software
packages are installed. Quit this menu.

8. Enter the following to switch to the sgcadm account:
su - sgcadm @

9. Go to Step 10 if thisisthe first time that Signaling Gateway Client have been installed
on the machine—or if there is no need to activate the release just installed. Otherwise
complete the following to activate the rel eases:
sgc_setrelease <sgrlsnum> =
where sgrisnumis the activated Signaling Gateway Client release number, e.g., 1.5.0.

Run the sgc_setrelease command again to change the activated rel ease(s) whenever
needed.

10. Enter the following to save the license file to $EBSHOME/access/etc as license.dat:
cp <licensefile> $EBSHOM E/accessetc/licensedat  [E)

11. Enter the following to adjust the system parameters required to run the
Signaling Gateway Client software:

ebs tune )
12. Enter the following to reboot the system:

snc &
reboot 9

The Signaling Gateway Client software isinstalled and ready to configure. Please review the
fileslisted in the following sections before continuing.
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Distributed?

Thefollowing Distributed? files are located in the $EBSHOM E/access directory:
* README - contains an outline of the Digtributed? directories and thefilesin them
* BUGS- ligtsthe known deficienciesin the release

Signaling Gateway Client Core

The following Signaling Gateway Client files are located in the $SGCHOM E/sgc directory:

* README - contains an outline of the Signaing Gateway Client Core directories and thefiles
inthem

* BUGS- liststhe known deficienciesin the release
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5.2.3 Live Upgrade

This section describes user considerations and procedures when installing and/or activating
anew release of the Signaling Gateway Client software on one or more hostsin acluster while
the rest of the hosts in the cluster continue to run on an earlier release. Thislive upgrade
capability alowsthe user to validate the behavior of the new software before upgrading all

the machinesin the cluster. Upgrades include from patch level, that is1.4.9 B to 1.0.0.1,
to full version installs, such as1.1.1. to 1.4.0.

I mportant: The Sgnaling Gateway Client upgrade scriptsinclude ALL the necessary
upgrades for Distributed7packages.

5.2.3.1 User Considerations

The following list describes system operations and user choices at the time of installation of
the new release of the Signaling Gateway Client software:

* pkgadd resultsin the full ingtalation/activation of the Signaling Gateway Client software

the
very firs timethey areingalled. No additiond action is necessary.

* If aversion of Distributed7 and/or Signaling Gateway Client is aready installed on the

target
machine, pkgadd resultsin a passveindallation of the new release. Therdeasethat is
dready ingtaled on that machineis not removed or deactivated. In this case, users must run
the sgc_setrelease command to activate the newly ingtalled release. The
sgc_setrelease COmmand alows usersto switch between different Signaling Gateway
Client releasesingalled on the same machine.

« The following sections apply to multiple versions of either software package installed on
one machine.

Distributed7 Packages

» When multiple versons of Digtributed? packages are ingaled on one machine, an accesstree
is created under the base product ingalation directory for each new version, such as
access.1.0.0 B,access.1.9.2.1. Tomakeit easy to switch between the different
versons of Didributed?, the $EBSHOME /access entry ismaintained asasymbalic link to the
Didributed7 verson that is currently in use.

» When multiple versions of a Distributed? software package coexist:

- The pkginfo command lists all such packages. Users should issue the
ebs setrelease -i command to find out which Distributed7 version is currently
running.

- It is possible to remove obsolete versions using the pkgrm command. Alternately,
the ebs_pkgrm command removes al software packages associated with a
particular Distributed7 version.

Caution SGCcore package must be removed BEFORE Distributed?
packages are removed!

Sgnating Gateway Client Core ) — )
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verson, suchassge.1.9.9 B, sge.1.2.2. TO makeit easy to switch between the
different versons of SGCcore, the $secsHOME/ sge entry ismaintained asasymbalic link
totheversonthat iscurrently in use.

» When multiple versions of a Signaling Gateway Client software package co-exist:

- The pkginfo command lists all such packages. Users should run the
sgc_setrelease -i command to find out which Distributed? version is required by
the active SGCcore software.

- It is possible to remove obsolete versions using the sge_pkgrm command.
Alternately, the sgc_pkgrm command removes a| software packages associated
with a particular SGCcore version.

Caution: SGCcore must be removed BEFORE Distributed? packages
areremoved!

5.2.3.2 Live Upgrade Steps

The following sections describe the two possible scenarios for alive upgrade of the
software—both Distributed7 and Signaling Gateway Client Core are upgraded at the same
time, or only Signaling Gateway Client Core is upgraded.

Upgrading Distributed7 and Signaling Gateway Client at the Same Time

The following is an example of upgrading both Distributed7 and Signaling Gateway Client
Core:

Distributed7 Signaling Gateway Client Core
Existing Release 1.3.01.1.1
New Release 1.5.01.4.0

* All packages must be instaled in this scenario, following the Installation Steps on page 5-
100.

* Then run sgc_setr eease to upgrade Signaing Gateway Client Core.

Upgrading Only Signaling Gateway Client Core

The following is an example of upgrading just Signaling Gateway Client Core:
Distributed7 Signaling Gateway Client Core
Existing Release 1.4.01.1.1
New Release 1.4.01.4.0
* Only the Signaling Gateway Client Core packages should be ingtaled in this scenario.
*Use the pkgadd command to install SGCcore.
* Run sgc_setrelease to upgrade the Signding Gateway Client files.

Caution DO NOT run the ebs_setrelease command unlessit is required
to fix problems. Always use the sgc_setrelease command to

upgrade Sgnaling Gateway Client.
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Related Information

*See Chapter 4: Operations, Administration and Maintenance for information about the
gartup and configuration of your system.

« Table 4-1 to see the directory structure that exists after successfully installing the software

Related Commands
* ebs_config on page 9-337
* ebs setrelease on page 9-372
* sgc_setrelease on page 9-482
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5.2.4 Software Removal

The software must be removed by reversing the order in which it was installed—
Signaling Gateway Client Core must be removed BEFORE Distributed? packages are
removed.

Caution: Before software is removed, make sure the version to be
removed isNOT running!

Complete the following steps to remove the Signaling Gateway Client Core software
package:
1. Login as sgcadm.

2. Determine the software version to be removed. Run the following command if you
are not sure of the version:

sgc_setrelease -i
3. Run the following command to ré&dve the software:
sgc_pkgrm version
where version isthe software version number.
Complete the following steps to remove the Distributed7 software packages:
1. Login as sgcadm.

2. Determine the software version to be removed. Run the following command if you
are not sure of the version: 55

ebs setrelease -i

3. Run the following command to réidve the software:
ebs pkgrm version

where version is the software version number.

The ebs_pkgrm command automatically removes ALL Distributed7 packageslisted in
Table5-1in proper order.
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e QP Erations, Administration,
and Maintenance

6.1 Overview

This chapter describes the operations, administration and maintenance of the
Signaling Gateway Client system. The following areas are covered:

* operating environment of the platform
* genera operations

* getting started with anew system

* configuration

6.2 Operating Environment

This section describes the software platform and environment in which the Signaling
Gateway Client operates.

6.2.1 User Account

The sgcadm UNIX account is created for software administration purposes during
installation. The sgcadm account has privileges to start, stop and provision the

Signaling Gateway Client system.

A set of environment variablesrequired for starting the software are set in the default
.cshrc file of the sgcadm account. Always switch the user to sgcadm, using the following

command, to be sure that you are working with the proper environment settings:
su - sgcadm

d Note: Thisuser account hasroot, or superuser privileges, and must be used carefully.
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6.2.2 Directory Structure and Files

All Digtributed7 software files are located under the SEBSH OME/access.X directory, and
Signaling Gateway Client Core software files are located under the $SGCHOME/sgc. X
directory, where X indicates the software version number.

The following table shows the directory structure of the Distributed7 and Signaling Gateway
Client Core software:

Table 6-1: Directories and Files

Software Software Directories Contents
Package
Didtributed7 $EBSHOME/accesshin Executable files

$EBSHOM E/access/demo Demo applications
$EBSHOME/access/drv Device drivers
$EBSHOME/access/etc License and miscellaneous data files
$EBSHOM E/access/qui Command File Navigator files
$EBSHOME/accesshelp Help text for Managed Object browser
$EBSHOME/accesslinclude Header filesfor Distributed7 AP
$EBSHOME/accesslingall Scriptsrelated to installation
$EBSHOM E/access/lib Librariesfor Distributed7 AP
$EBSHOM E/accessmanpages Man pages
$EBSHOM E/access/sample Sample programs using Distributed7 API
$EBSHOM E/accessRUN/DBfiles Non-SS7 Managed Object database files
$EBSHOM E/access RUN/alarmlog Alarmlog files
$EBSHOM E/accessRUN/alog Alternative log files
$EBSHOM E/access RUN/mlog Master log files

$EBSHOM E/access RUN/config/ALARM

Alarm configuration files

$EBSHOM E/access RUN/config/MML

MML configuration files

$EBSHOM E/access RUN/config/PMGR

Application Process Management configuration files

$EBSHOM E/access RUN/config/fSNMP

SNMP MIBs and configuration templates

$EBSHOM E/access RUNX/DBfiles

Managed Object databases for signaling point x

$EBSHOM E/access RUNx/alog

Alternative log files for signaling point x

$EBSHOM E/access RUNX/mlog

Master log files for signaling point x

$EBSHOM E/access RUNx/config/SNMP

SNMP Agent configuration for signaling point x
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Table 6-1: Directories and Files (Continued)
%c;fg&va%r: Software Directories Contents
ServiceControl- $SGCHOME/sge/bin Executablefiles
ler 1520 Core $SGCHOME/syc/etc Miscellaneous files
$SGCHOME/sgclingtall Installation scripts
$SGCHOM E/sgc/manpages Man pages
$SGCHOME/sgc/RUN/config/ALARM Alarm configuration template file
$SGCHOME/sgc/RUN/config/MML MML configuration template file
$SGCHOME/sgc/RUN/config/PMGR Application Process Management configuration template file
$SGCHOME/sgc/RUN/config/SCTP SCTP configuration file
$SGCHOME/sgc/RUN/config/SNMP SNMP configuration template files
$SGCHOME/sgc/RUN/config/AUTOSTART Autostart configuration file
$SGCHOM E/sgc/RUN/configfASP Default ASP configuration file

6.2.3 Environment Variables
The following table lists the environment variables required for Signaling Gateway
Client

Dftware;

la

le6-2T ENVironmenp &afiagies

Environment Variable

Base ingtallation directory for Distributed?

EBSHOME

Base installation directory for Signaling Gateway Client Core

SGCHOME
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6.2.4 Application Processes
The application software processes are categorized in three groups, as shown in the

following table:
Table 6-3: Application Processes
Process Type Process Name Description
Basic Platform Processes apmd Application Process Manager daemon
mlogd Log daemon
spmd Service Provider Module daemon
netd Network daemon
alarmd Alarm daemon
dsmd Disgtributed Shared Memory daemon
dkmd Disgtributed Kernel Memory daemon
SS7 Node Processes upmd User Part Multiplexer daemon
isupd ISUP (ISDN User Part) daemon
smd SCCP (Signaling Connection Control Part) daemon
temd TCAP (Transaction Capabilities Applications Part) daemon
Signaling Gateway Client aspd Application Server Process daemon
Core Processes

* Basic Platform Processes - processes that facilitate the common platform services such as
process management, logging, darms, etc. These processes must be running at dl timesas
long asany signding point isactive.

» SS7 Node Processes - processes that provide SS7 services:

- upmd multiplexes user part traffic, it runs the MTP3 stack
- isupd runs the I SUP stack

- scmd runs the SCCP stack

- tcmd runs the TCAP stack.

- Each of these SS7 services requires that an instance of the corresponding process
be running for each signaling point that isin service.
« Signaling Gateway Client Core Processes - processes that interwork between the [P
gpplications and the SS7 networks.
- The aspd process translates SS7 M TP messages that is packed in M3UA format
into SS7 User Part messages, and vice versa. Thereis only one instance of ASP
process per host in the Signaling Gateway Client system.
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6.3 General Operations

This section describes the general operations for administering and maintaining the
Signaing Gateway Client system. Only the sgcadm user is alowed to perform all
administrative and maintenance operations.

6.3.1 Starting the Software

The user may choose to start application processesin different phases. For example, start al
processes, including the basic platform, SS7 and Signaling Gateway Client Core processes,
or

start only a subset of processes for maintenance. The processes must be started in the
following order:

1. Basic Platform processes (apmd, mlogd, spmd, netd, dsmd, dkmd)
2. SS7 Node processes (upmd, scmd, isupd, tcmd)
3. Signaling Gateway Client Core process ( aspd)
4. Misc processes (omapd)
Additionally, each process has certain dependencies on the existence of a set of processes.

When starting a particular process, the processes on which that process depend are started
automatically.

Process hierarchy is explained below:

- ISUP (isupd) and SCCP (scmd) processes depend on MTP3 (upmd) process for
successful initialization. So whenever they are started upmd isalso started if itis
not aready running.

Independent from the process hierarchy explained above, it is recommended to start a
process before the ones which have higher group numbers (and not automatically started
within thehierarchy rules explained above).

*Usethe sgc_start command to start the application processeslisted previoudly.

EXAMPLES

sgc_start d7 starts only the Basic Platform processes.

sgc_start sp0 starts the MTP3 process (upmd) for signaling point O. It also starts the
Basic Platform processesif they have not been started aready.

sgc_start asp starts the Signaling Gateway Client Core processes, including ASP and
SCTP. It dso starts the Basic Platform processes if they have not been
started aready. However, the SS7 Node processes do not start
automatically unless explicitly specified in the sgc_start command.

sgc_start sc0 scl tc agpstarts the Basic Platform processesif they have not been started
aready, then starts SS7 Node processes MTP3 and SCCP for signaling

points 0 and 1, the TCAP process, the SCTP process and the ASP
process.

Related Commands
e sgc_start on page 9-479
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6.3.2 Stopping the Software

Usethe sgc_stop command to stop the processes. Likethe sgc_start command, there are
arguments that stop one or more processes based on each one’ s place in the hierarchy.
Stopping aprocess at a specific leve in the hierarchy aso stops the processes that are higher
inthe hierarchy.

EXAMPLES

sgc_stop asp stops the ASP process.

sgc_stop ip stops the SCTP process and the ASP process.

sgc_stop p0 splstops the MTP3 Processes at signaing point 0 and 1 aswell as SCCP
and ISUPif running.

sgc_stop d7 stops the Basic Platform Processes and all other processes.

Reated Information
« Starting the Software on page 6-117

Related Commands
* sgc_stop on page 9-481
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6.3.3 Automatic Startup

The automatic startup of Signaling Gateway Client can be enabled so that the software starts
automatically following a system reboot. Complete the following steps to enable automatic
startup:

1. Enter the following to copy $SGCHOME/sgc/install/initsgc tO /etc./
init.d:
cp $SGCHOM E/sgc/ingtall/initsge /etc/init.d - [0
2. Enter the following to create alink for the auto start script:
cd /etc/rc3d )
In /etc/init.d/initsgc S99initsge )
3. Create alink for the auto stop script:
cd /etc/rcOd
In /etc/init.d/initsgc K0Oinitsge
4. Make the following editsin the
$SGCHOME/sgc/RUN/config/AUTOSTART/sgcstart.conf configurationfile:
a. Besure that the SGC_AUTO_START valueis ON.
b. Specify the startup states that you want in the SGC_START_OPT parameter,
using the sgc_start command arguments.
5. Save and Close thefile.

6. The auto start and stop is now configured. Reboot the system to test it and to verify
that Signaling Gateway Client starts the way you want it to after rebooting.

Note: The S99 and KOO numbers specified in Seps 2 and 3 specify the boot sequence and
may be changed to match the sequence you want.
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6.3.4 Using MML for Configuration and Query

Most software configurations are done using the Man Machine Interface (MMI) or Simple
Network Management Protocol (SNMP). The Man Machine Interface (MMI) uses Managed
Objects (MOs) to configure the software. A managed object defines an entity’ s set of
parameters, and which operations can be performed on the managed object (add, delete,
modify and/or display).

The ITU Z-315 Man Machine Language (MML) syntax is used with the MMI. An MML
session can be started for each logical signaling point.

* Run the following command at the command lineto start an MML session:

mml sp 5]

where sp isthe signaling point to be configured or queried.

* Typethe following in the MML command prompt to display help information for a
particular MML commeand:

help:; E=M)
Then, type the MML command for which help is needed in the MML help prompt, as
shown in the following example:
modify-asp:; E=)
* Typethe following in the MML command prompt to terminate an MML session:
exit:; @
Related Information
* Chapter 7. MML Commands
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6.4 GettingStarted

Complete the following steps to configure the system after all the required software has
been installed. These steps must be compl eted before the system can successfully operate
and process traffic.

I mportant: This section only serves as a step-by-step guide line, the details of each step of
configuration are provided in Software Configuration on page 6-123:

1. Log in or switch the user to sgcadm:

su - sgcadm )
2. Configure the TCP/IP interfaces on each host (TCP/IP Interface Configuration on
page 6-124).
3. Configure the SCTP parameters on each host (SCTP Configuration on page 6-126).
4. Run ebs_config on each host to configure the distributed platform:
a. Typethefollowing in the command line:
ebs config
b. When prompted for the hostname, enter the hostname of the primary cluster LAN
interface (this should have been assigned in Step 2.)

c. Enter 1 to configure adistributed system
OR
Enter 2 to configure a simplex system when prompted for the operation mode

5. Enter the following on each host to start the Basic Platform Processes:

sgc_start d7 £
Only a subset of the Basic Platform Processes start if thisis a distributed system and
if the cluster LAN has not been configured. Execution is suspended here until the
cluster LAN isconfigured, and a banner is displayed.

6. Run ebs_psand verify that the apmd, mlogd, spmd, and netd processes are listed:

ebs ps
7. Complete this step only if you selected 1 for adistributed systemin Step 4 c.
Configurethe cluster LAN on each host (Section 6.5.1.4, Cluster LAN Configuration
on page 6-133).

When the cluster LAN configuration is complete, execution of the rest of the Basic
Platform Processes resumes. Continue with the MTP and Signaling Gateway Client
configurations using MML commands from any host that it is connected to the
distributed network.
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8. Configure the signaling pointsin MTP:
a. On each hogt, start the MT%CGSS for the interested signaling points:
sgc_start sp0 spl
where $p0, $p1, etc. are signaling point numbers ranging from 0-7.

b. Configure M TP from any distributed host. (Section 6.5.2.1, MTP Configuration
on page 6-138)

9. Configure Signaling Gateway Client:
a. Oneach hé)gsé,_gére{ gé% f%m ng to start the ASP process.

d Note: This command also starts SCTP automatically.

b. Configure Signaling Gateway Client from any distributed host (Section 6.5.3,
Signaling Gateway Client Configuration on page 6-138).
c. On each host, start ISUP/SCCP pr@for the interested signaling points:
sgc start is0sc0isl scl
where 0, sc0, isl, scl, etc represent |SUP, SCCP processes for signaling points
ranging from O-7.
10. Configure SNMP on each host (Section 6.5.7, SNM P Configuration on page 6-149).

11. Configure the alarms on any distributed host (Section 6.5.6, Alarm Configuration on
page 6-1438).
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6.5 SoftwareConfiguration

This section describes the software configuration of Signaling Gateway Client. It includes

instructions and examples on configuring the LAN and SCTP interface, signaling point,
ISUP, SCCP, TCAP, SIGTRAN, SNMP and alarm handling.

6.5.1 Network Configuration

The Signaling Gateway Client operates on two different networks:

* LAN for interna cluster communication - used for internal communication among the
digtributed hosts for data synchronization.

* LAN that connectsto the WAN using SCTP over | P - used to communicate between
Signding Gateway and | P nodes.

The two networks should be isolated from each other so that the external traffic passing
through the system does not interfere with the internal communication among the
distributed hosts.

Figure 6-1, “LAN Connections,” on page 124 illustrates the recommended network layout
for a4-node distributed Signaling Gateway Client system. For redundancy purposes, both the
cluster LAN and SCTP network have dual Ethernet interfaces. Therefore, atotal of five
ethernet interfaces/| P addresses are required per host, with two for each network, and one
for the primary interface (comes as default with the system).
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Primary LAN (SCTP)

ot Router 1

Secondary LAN (SCTP)

Router 2

IP addresses for SCTP:
SCtpA 1 SCtpA 2 E SCtpAL: 206.150.10.1

p p. sctpB 1 sctpB 2 sctpC 1 sctpC 2 sctpD 1 sctpD 2 SIPAZ: 206.150.11.1
sctpB1: 206.150.10.2
HOST A HOST B HOSTC HOST D sctpB2: 206.150.11.2
—gmainA #mainB #mainC #mainD sctpCl: 206.150.10.3

sctpC2: 206.150.11.3
ClustAL clustA 2 clustB 1 clustB 2 clustC 1 clustC 2 clustD 1 clustD 2 SCtBDl: 206.150.10.4

] * sctpD2: 206.150.11.4

Primary LAN .
IP addresses for Cluste:

(Internal Cluster) l ey clustAL: 10.10.10.1

- clustA2: 10.10.11.1

g clustB1: 10.10.10.2

Secondary LAN clustB2: 10.10.11.2

(Internal cluster) clustC1: 10.10.10.3

- Huwb2 1 — clustC2: 10.10.11.3

clustD1: 10.10.10.4

Main LAN clustD2: 10.10.11.4

(remote access)

MainHub | Official IP address:

mainA: 155.226.100.1
mainB: 155.226.100.2
mainC: 155.226.100.3
mainD: 155.226.100.4

Note: lines connecting
hostB, hostC and hostD
to the main LAN are not
shown in the figure.

Figure 6-1: LAN Connections

6.5.1.1 TCP/IP Interface Configuration

1. Complete the following before proceeding with the configuration:

a. Design the network topology, similar to the examplein Figure 6-1, “LAN
Connections,” on page 124.

b. Assemble the required network hardware according to the topology designed,
(installing Network Interface Cards (NIC), connecting Ethernet cables, hubs,
routers, etc). Each machine must be equipped with at least five Ethernet ports:
stwo for SCTP access
stwo for internal cluster
eonefor primary access on the main LAN

c. Assign I P addresses and host namesto all network interfaces on each host
involved in the network. At least five | P addresses are required for each host:
stwo for SCTP
stwo for the internal cluster
eonefor themain LAN
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Each Ethernet interface on amachine is associated with an | P address or a host name.
For each Ethernet interface installed on ahost, create an /etc/hostname. interface
file, where interface is the name associated with the Ethernet interface. Refer to the
documentation that comes with the NICs for appropriate interface names.

The Solarisingtalation program automatically createsthe /etc/

hostname . interface file for the primary network interface that comes with the
system. Additional interface files must be created for the interfaces that are installed
after theinitial Solarisinstallation.

Repeat the following steps for each of the SCTP and cluster LAN interfaces on each
host:

a. With atext editor, create afile named /etc/hostname. interface for the
network interface. Using Figure 6-2, “ Sample Network Configuration,” on
page 137 as an example, if the network interface associated with sctpA1l is gfe0,
the name of the fileto create on hotA IS /etc/hostname . gfe0.

b. Type the network interface's name or IP addressin thefile created in Step 2. a.,
then save thefile. Using the previous example as before, type sctpAl asaone-line
entry inthe /etc/hostname . gfeo file

3. Configure the IP addressesin the /etc/nhosts file:

On each host, add dl five IP addresses and names of each host involved in the

network to the /etc/hosts file. Based on the example shown in Figure 6-1, “LAN

Connections,” on page 124, the /etc/nosts file may look like the following:

127.0.0.1 localhost

155.226.100.1 mainA # hostA: official name
155.226.100.2 mainB # hostB: official name
155.226.100.3 mainC # hostC: official name
155.226.100.4 mainD # hostD: official name

206.150.10. sctpAl hostA: SCTP primary

206.150.11. SCtpA2 hostA: SCTP secondary

hostB: SCTP primary

206.150.11. sctpB2

1

1
206.150.10.2 sctpB1l

2 hostB: SCTP secondary

3

206.150.10. sctpCl hostC: SCTP primary

H+ = HF= HF= HF FHF

206.150.11.3 sctpC2 hostC: SCTP secondary
206.150.10.4 sctpDl # hostD: SCTP primary

206.150.11.4 sctpD2 # hostD: SCTP secondary

10.10.10.1 clustAl # hostA: cluster primary
10.10.11.1 clustA2 # hostA: cluster secondary
10.10.10.2 clustBl # hostB: cluster primary
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T2 ctusth #—hostB—ctuster—secondary
10.10.10.3 clustCl # hostC: cluster primary
10.10.11.3 clustC2 # hostC: cluster secondary
10.10.10.4 clustDl # hostD: cluster primary
10.10.11.4 clustD2 # hostD: cluster secondary

4. Configure nsswitch. conf to select the appropriate name services:
a. Openthe /etc/nsswitch. conf file with atext editor.

b. Be sure that filesis specified as the primary name service for the hosts and
services network databases. Files must be listed asthefirst entry in the list of
name services, as shown in the following example:

hosts: files nisplus [NOTFOUND=return] files

services: files nisplus [NOTFOUND=return] files

These instructions cover basic network configuration. Consult the Solaris System
Administration Guides for more details.

6.5.1.2 IP Security Configuration

| P security architecture (1Psec) protectsthe | P datagrams. It is possible to configure 1Psec on
the interfaces reserved for SCTP communication. This provides additional security for the
SIGTRAN traffic at the IP level. Please consult the Solaris Administration Guide to learn
how to configure | Psec.

6.5.1.3 SCTP Configuration

The default SCTP configuration file does not need to be modified for default operation.
However, complete the following steps to open the file, customize the parameters, and
implement the changes:

1. Open the SCTP configuration file ($seCHOME/sgc/RUN/config/SCTP/sctpd. conf)
with atext editor.

2. The sctpd.conf has comments explaining each configuration parameter in thefile.
The parameter values can be edited to meet the user needs.

3. Save thefile, and quit the text editor.

4. On Solaris 10, if the aspd processis running, get the process id and send HUP signal
to the process to implement the changes in the revised sctpd.conf file. The following
isan example of doing this:

ps-eaf | grep aspd
(get the processid)
kill -HUP <pid>
Repedt this step on each of the distributed hosts that is running Signaling Gateway Client.

The
following isa printout of the default sctpd.conf file.
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oy

# SCTP Configuration File

#
# Parameters can be changed in run-time by sending aHUP signal to the
# sctp daemon process on Solaris 8/9, or the asp/sgp daemon process on Solaris 10.

example:

On Solaris 8/9
prompt> ps -e&f | grep sctpd
(note the pid of sctpd in the output screen)
prompt> kill -HUP <pid of sctpd>

On Solaris 10
prompt> ps -edf | grep aspd
(note the pid of aspd in the output screen)
prompt> kill -HUP <pid of aspd>

HOoH HHHHHHHHHHH

# To change a configuration item uncomment the example line and modify the
# configuration value according to the acceptable values.

#

# Parameters are divided into two main parts. Changesin PART | parameters
# areapplicable only to the associations opened after the update.

# Changesin PART |l parameters are effective to all associations

# immediately.

#

# Refer to RFC 2960 for further info on the following parameters.

#

#PART |

#

# max_init_timeo <msec>

# <msec>: INIT Message Time-Out (RTO) in milliseconds. (default = 3000)

#

# Thisvalueisused astheinitial value of the Time-Out when sending INIT Message to adestination
#for setting up the SCTP association.

#

# example:

# max_init_timeo 3000

#

#

#rto_init <msec>

# <msec>: Initial Retransmission Time-Out (RTO) in milliseconds. (default = 1000)

#

# Thisvalueisused astheinitial value of the RTO before sending traffic to a destination after association
# setup or when a destination path becomes active.

#

# example:

# rto_init 1000

#
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#
#rto_min <msec>
# <msec>: Minimum Retransmission Time-Out (RTO) in milliseconds. (default = 1000)
#
# Definesthe minimum alowed RTO value when SCTP stack adjusts RTO.
#
# example:
# rto_min 1000
#
#
#rto_max <msec>
# <msec>: Maximum Retransmission Time-Out (RTO) in milliseconds. (default = 1000)
#
# Definesthe maximum alowed RTO vaue when SCTP stack adjusts RTO.
#
#example:
# rto_max 1000
#
#
#valid_cookie life <msec>
# <msec>: Valid cookielifein milliseconds. (default = 60000)
#
# Definesthelifetime of cookie after which the cookieis considered invalid (i.e. stale).
#
#example:
# valid_cookie life 60000
#
#
# assoc_max_retrans <attempts>
# <attempts>: Association max retransmissions. (default = 5)
#
# Theassociation is closed automatically when number of retransmissions exceeds assoc_max_retrans.
#
#example:
# assoc_max_retrans 5
#
#
# path_max_retrans <attempts>
# <attempts>: Path max retransmissions. (default = 2)
#
# On Solaris 10, the parameter can't be changed in run-time, and it will take effect after aspd/sgpd restarts.
#
# The path becomes INACTIVE after number of retransmissionsto a path (i.e. destination) exceeds
# path_max_retrans.
#
#example:
# path_max_retrans 2
i 4
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)
# max_init_retrans <attempts>
# <attempts>: Maximum init retransmissions. (default = 5)
#
# Association setup fails when number of (INIT or COOKIE-ECHO) retransmissions exceeds
init_max_retrans.
#
# example:
# max_init_retrans5
#
#
#hb_interva <msecs>
# <msecs>: Heartbeat interval in milliseconds. (default = 1000)
#
# On Solaris 10, the parameter can't be changed in run-time, and it will take effect after aspd/sgpd restarts.
#
# Whenapathisidlefor hb_interval millisecondsaHEARTBEAT message is sent to the destination.
#
#
# example:
# hb_interval 1000
#
#
#num_in_streams <value>
# <value>: Default number of incoming streams per assoc. (default = 32)
#
# example:
# num_in_streams 32
#
#
#num_out_streams <value>
# <value>: Default number of outgoing streams per assoc. (default = 32)
#
# example:
# num_out_streams 32
#
#
#arwnd_size <value>
# <value>: Advertised receive window sizein bytes. (default = 264000)
#
# The parameter isvalid for sctpd on Solaris 8/9.
#
#example:
# arwnd_size 264000
#
#
#1_sack <msecs>
# <msecs>: SACK delay timeout in milliseconds. (default = 200)
#
# The parameter isvalid for sctpd on Solaris 8/9.
#
# Delayed acknowledgement timer. If set to O delayed acknowledgement is disabled. The timer value
# must not be greater than 500 msecs.
#
# example:
# t_sack 200

LS
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# it
#1_shutdown_guard <msecs>

# <msecs>: Shutdown guard timer in milliseconds. (default = 5000)
#

# The parameter isvalid for sctpd on Solaris 8/9.

#

# Graceful shutdown procedure is aborted when guard timer expires.
#

#example:

# t_shutdown_guard 5000

#

#
I #1_path _mtu <msecs>
# <msecs>: Path mtu raise timeout in milliseconds. (default = 600000)
#
# The parameter isvalid for sctpd on Solaris 8/9.
#
# Inaccordance with path discovery procedures the path maximum transmission unit (MTU) isincreased
# when thistimer expires.
#
#example:
# t_path_mtu 600000
#
#
# report_unsent <value>
# <value>: Enable/disable sending of unsent messagesin the transmit buffer to the ULP when an
# association is closed. (default = 1)

# 0:disable 1:enable

#

# The parameter isvalid for sctpd on Solaris 8/9.
#

#example:

# report_unsent 1

#

#

#init_tsn <vdue>
# <value>: Initid TSN vaue for the associations. (default = -1)

# -1:generated by SCTP randomly

#

# The parameter isvalid for sctpd on Solaris 8/9.
#

#example:

# init_tsn-1

#

#

#1tx_queue_length <value>
<value> : tranamit queue length (default = 3000)

The parameter isvalid for sctpd on Solaris 8/9.

Maximum number of data chunks that can be queued up before transmission.
overflowed chunks are discarded.

H o H R H R

#example:
# tX_queue_length 3000

’ )
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#

# ecn <vaue>

# <value>: enabled(1)/disabled(0) (default = 0)
#

# The parameter isvalid for sctpd on Solaris 8/9.
#

# Explicit Congestion Notification support. (rfc3168, rfc2960)
#

#example:

# ecn0

#

#PART Il

#

# chksum <value>

# <vaue>: checksum agorithm (default = 1)

# 0:Adler32 1:CRC32

#

# The parameter isvalid for sctpd on Solaris 8/9.
#

# example:

# chksum 1

#

#

#ip_tos<value>

# <vaue>: IP Type Of Servicevaue (default = 0)
#

# ip_tosvalueis copied to thetos field of outgoing | P packets.
# Meaningful values:

#
# IPTOS PREC NETCONTROL 224
# IPTOS PREC _INTERNETCONTROL 192
# IPTOS PREC CRITIC ECP 160
# IPTOS PREC FLASHOVERRIDE 128
# IPTOS PREC FLASH 9
# IPTOS PREC IMMEDIATE 64
# IPTOS_PREC PRIORITY 32
# IPTOS LOWDELAY 16
# IPTOS THROUGHPUT 8
# IPTOS RELIABILITY 4
# IPTOS PREC ROUTINE 0
#
# example:
# ip_tos16
#
#
#ip_ttl <vaue>
# <vaue>: IPTimeTo Livevaue (default = 64)
#
# ip_ttl valueiscopied to thettl field of outgoing | P packets.
#
# example:
# ip_ttl 255
Lz
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6.5.1.4 Cluster LAN Configuration

The cluster LAN must be configured to connect all the distributed hosts into one network.
This must be done on each new system immediately after starting the basic platform
processes. For increased riability, it is highly recommended to deploy the dual-LAN
model asillustrated in Figure 6-1: LAN Connections. Complete the following steps on each
host to configure the cluster LAN (based on the example in Section 6.5.1.4 on page 6-133):

The following subsections provide sample configurations for 2-node and 4-node clusters.

2-Node Cluster

The following configuration steps are based on a 2-host example, which is a subset taken
from Figure 6-1, “LAN Connections,” on page 124. They also assume that the network has
hostA and hostB connected on adua LAN.

1. Configure hostA:
a. Loginto hostA and stat MML: mml O
b. Define the primary and secondary cluster host names for hostA:
modify-ntwk:hosthame=clustAl,dualhost=clustA2;
c. Define the netmasks used for the cluster LAN on hostA:
modify-ntwk:hosthname=clustAl,dualhost=clustA2,netmask 1=x,
netmask2=y;

d. Define the remote primary and secondary cluster host names that are reachable
from hogtA:

add-host:hosthname=clustA1,rmthost=clustB1,alias=clustB2,conf=ON;
2. Configure hostB:
a. Loginto hostB and start MML.
b. Define the primary and secondary cluster host names for hostB:
modify-ntwk:hosthame=clustB1,dualhost=clustB2; @
c. Define the netmasks used for the cluster LAN on hostB:

modify-ntwk:hosthname=clustB1,dualhost=clustB2,netmask 1=x,
netmask2=y;
d. Define the remote primary and secondary cluster host names that are reachable
from hostB:

add-host:hosthame=clustA1,rmthost=clustB1,alias=clustB2,conf=0ON; @

3. After the hosts are configured, run the ebs_showlink command on each host to verify
that it is connected to each host in the distributed network.

Note: For single LAN configuration, follow the same steps as above, except that you do not
need to specify the secondary host name. For example:

modify-ntwk:hosthame=clustB1, ey
modify-ntwk:hosthame=clustB1,netmask1=x; ey
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add-host:hostname=clustA1,rmthost=clustB1,conf=ON;

4-Node Cluster
The following configuration steps are based on the detailsin Figure 6-1, “LAN
Connections,” on page 124.
1. Configure hostA:
a. Loginto hostA and start MML: mml O il
b. Define the primary and secondary cluster host namesfor@A:
modify-ntwk:hosthame=clustAl,dualhost=clustA2;
c. Define the netmasks used for the cluster LAN on hostA:

modify-ntwk:ho e=clustAl,dualhost=clustA2,netmask 1=x,
netmask2=y;

d. Define all remote primary and secondary cluster host names that are reachable

from hogtA:
add-host:hosthame=clustA1,rmthost=clustB1,alias=clustB2,conf=0ON;
add-host:hosthname=clustA1l,rmthost=clustC1,alias=clustC2,conf=0ON;
add-host:hostname=clustA1l,rmthost=clustD1,alias=clustD2,conf=0ON;
2. Configure hostB:

a. Loginto hostB and start MML.

b. Define the primary and secondary cluster host nam&for@B:
modify-ntwk:hosthame=clustB1,dualhost=clustB2;

c. Define the netmasks used for the cluster LAN on hostB:

modify-ntwk:ho e=clustB1,dualhost=clustB2,netmask 1=x,
netmask2=y,

d. Define the remote primary and secondary cluster host names that are reachable

from hostB:
add-host:hosthame=clustB1,r mthost=clustAl,alias=clustA2,conf=ON;
add-host:hosthame=clustB1,r mthost=clustC1,alias=clustC2,conf=ON;
add-host:hosthame=clustB1,r mthost=clustD1,alias=clustD2,conf=ON,;
3. Configure hostC in similar fashion:
modify-ntwk:hosthame=clustC1,dualhost=clustC2; il

modify-ntwk:ho e=clustC1,dualhost=clustC2,netmask 1=x,
netmask2=y;

add-host:hosthame=clustC1,r mthost=clustAl,alias=clustA2,conf=ON;

add-host:hosthame=clustC1,r mthost=clustB1,alias=clustB2,conf=0ON;

add-host:hosthname=clustC1,r mthost=clustD1,alias=clustD2,conf=0ON;
4. Configure hostD in similar fashion:

&l
el
&3

BOEGE
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modify-ntwk:hosthname=clustD1,dualhost=clustD2; &N

modify-ntwk:hosthname=clustD1,dualhost=clustD2,netmask 1=x,
netmask2=y; @

add-host:hosthame=clustD1,r mthost=clustA1l,alias=clustA2,conf=0ON;
add-host:hosthame=clustD1,r mthost=clustB1,alias=clustB2,conf=ON;
add-host:hosthame=clustD1,r mthost=clustC1,alias=clustC2,conf=0ON;

5. After the hosts are configured, run the ebs_showlink command on each host to verify
that it is connected to each host in the distributed network.

Note: For single LAN configuration, follow the same steps as above, except that you do not
need to specify the secondary host name. See Note after 2-Node Cluster on page 6-133.

Related Information
* ebs_showlink on page 9-373

Related MM L
* Host (HOST) on page 7-237
» Network (NTWK) on page 7-239

Changing the LAN Configuration
Stop the entire platform and complete the following steps if you need to switch from a
single-LAN to dual-LAN configuration, or vice versa:
1. Enter the following to stop the entire platform:
sgc_stop d7 @
2. Enter the following to remove all local NTWK, HOST and TCPCO Managed Object
databases:
ebs config-u
3. Enter the following to restart Signaling Gateway Client software:

sgc_start d7 £
4. Enter the following to start MML.:

mml O
5. Repeat the steps at the beginning of Section 6.5.1.4 on page 6-133 to configure a
single or dual-LAN.

Related MML
* ebs_config on page 9-337
e sgc_start on page 9-479
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6.5.2 Signaling Network Configuration

This section describes configuring Signaling Gateway Client to provide both SIGTRAN
M3UA and SS7 User Part services.

All explanations in the following subsections are based on the sample network in Figure 6-2
on page 137. In thisexample:

« Signding Gateway Client operates on a 2-host distributed platform where one ASP runs on
each host. Signding Gateway Client has SP0, SP1 and SP2 in service, and al SPsare
operating in STP mode.

* SPO
- SPO's PC is 1-1-20, and has an SS7 destination with PC 1-1-10
- SP0O is assigned NA 100 and servesan ASwith RC 1

* SP1
- SP1's PC is 2-2-20, and has an SS7 destination with PC 2-2-10
- SP1 isassigned NA 200 and serves an AS named AS2

» SP2
- SP2's PC is 2-2-21, and has an SS7 destination with PC 2-2-20
- SP2 is aso assigned 200 and serves an AS named AS3

Page 6 136 Copyright ¥ NewNet Communication Technologies



160-3001-01 Signaling Gateway Client User
Manual
! AS1 Y ¥-7 AS3
' PC:1120 ;% PC:2220 PC:22-21
RC: 1 i RC:2 RC: 3
NA: 200 NA: 200

LONAT100 P

— " . -— -

FANIFEIFRIFRAFASFRAF AL

"\.UserApp / -Z/.UserApp.:‘-
RS : -
SS7
—— e — User
CIsupo | [1sup1 | [isupz | Parts
- o b y A mamam

250.100.101

SGC

m——

ss7

) e User
{1suPo | (IsupL ([ Isupe y Parts
o # W LY E

e

SPO(STP) SP1 (STP) SP 2 (STP)
2-2-10 2-2-20 2221

250100102 |

- - - o o

Dual l
port 2905 B Cluster LAN port 2905 e o
SCTP “scte Y ———
A - hostA S - hostB
R -.'l. - -
"m -I. I.-' _-'
.|..I .If. IIH
", _.-"
- _'"1._ o _.'JI
_— SCTP over IP I
N T e =
b ‘u, ]
.:.‘h".. Jlllr
Ll .l_
. SG ) S ‘..'
5, ) \
| SGP1 | [ SGP2 !
206.150.10.1 . R ! 206.150.10.2
port 2905 "o e o port 2905
e=Z T SS7 Links -
SEP1 SEP2
1-1-10 2-2-10

Figure 6-2: Sample Network Configuration
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6.5.2.1 MTP Configuration
The Signaling Gateway Client system must be configured as an SS7 network node in order

to

process SS7 signaling messages. This section provides a sample configuration steps for
configuring SPO of the SS7 M TP layer, asillustrated in the Figure 6-2: Sample Network
Configuration.

1. Signaling Node
Enter the following to configure Signaling Gateway Client as an SS7 node by
defining
the protocol variant and point code size used in MTPfo define the protocol
information used by SPO:

add-mtp:protocol=ANS| 96,pcsize=24 BIT,;

After the MTP ingtance is added, an instance of the SP is created automatically, and is
modified in the next step.

2. Point Code

Each addressable SS7 signaling point must be assigned a ari gue SS7 point code.
Assign a point code to SPO and specify the network indicator and node type:

modify-sp:spc=1-1-20,ni=NATIONAL ,type=STP;

6.5.3 Signaling Gateway Client Configuration
The following serves as a step-by-step guideline for configuring the Signaling Gateway

Client.
It is recommended that these guidelines be followed in the order provided:
1. Configure signaling point and network apearance mapping
2. Configure local ASP
3. Configure remote SG and SGP
4. Configure remote SS7 DPC
5. Configure route key and AS
6. Activate SCTP association and AS traffic control

6.5.3.1 Signaling Point and Network Appearance Mapping

Signaling Gateway Client can support up to eight signaling points (SP), each connecting to a
different SS7 network. Every SP can serve one ASin aparticular network appearance, and
multiple SPs can serve the same network appearance.

The SGCSPNA managed object defines the apping between an SP and a network
appearance ID. It must be created for each SP that will be in service, and must be defined
before any route key and AS are added. The fotl owi ng examples define SPO and SP1, both
serving the same network appearance:

add-sgcspna: spno=0,naid=100;
add-sgcspna: spno=1,naid=100;

Tihe SP must be activate o tha it can b seryice i e appig bes NAID



Page 6 138

dld




160-3001-01 Signaling Gateway Client User
Manual

mod-sgcspna: spno=0,0per t=ACT; £
mod-sgcspna: spno=1,0per t=ACT; gy
Related MM L
* Signaling Point to Network Appearance Mapping (SGCSPNA) on page 7-258

6.5.3.2 Local ASP

The SGCA SP managed object defines the local ASP process | P addresses and SCTP port
number used for SCTP communication. Two | P addresses can be specified for SCTP
multihoming purposes.

By default, the SGCA SP managed object is created automatically for each ASP process, but
has no | P addresses or port definitionsinitialy.

Modify the SGCASP MO for each host to set the | P addresses and port number used by the
ASP for SCTP communication:

modify-sgcasp: aspid=aspl,ip1=250.100.10.1,sctppor t=2905,
sgredmode=OVERRI DE,nwaspid=1000;

modify-sgcasp: aspid=asp2,ip1=250.100.10.2,sctppor t=2905,
sgredmode=OVERRI DE,nwaspid=1001;

Important: The ASP ID is pre-assigned the machin€e s official host name when the
SGCASP isfirg created. Use the UNIX uname -n command to display a machine' s official
host name.
Related MML
» Application Server Process (SGCASP) on page 7-243

6.5.3.3 Remote SG

The SGCSG managed object defines aremote Signaling Gateway that is connected to the
Signaling Gateway Client. It aso defines the traffic mode of the Signaling Gateway, that is,
whether the SGPs are operating in loadsharing or override mode.

The following example defines two remote SGs that are connected to the Signaling Gateway
Client:

add-sgesg: sgid=SG1,mode=L OADSHARE;

add-sgesg: sgid=SG2,mode=L OADSHARE;

Related MML
* Signaling Gateway (SGCSG) on page 7-253
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6.5.3.4 Remote SGP

The SGCSGP managed object defines the SGP process s | P addresses and SCTP port
number used for SCTP communication. An SGCSGP managed object must be added for
each SGP instance that isto connect to the SGP.

Two | P addresses can be specified for SCTP multi-homing purposes. Each SGP must be
assigned a unique SCTP port number for communication with SCTP if multiple SGPs are
running on the same host. Be sure that the | P addresses and port numbers configured on the
Signaling Gateway side are identical to those on the ASP side to ensure successful
connections.

The following commands configure the remote SGPs shown in Figure 6-2, “Sample
Network Configuration,” on page 137:

add-sgesgp: sgpid=SGP1,sgid=SG1,ip1=206.150.10.1,ip2=206.150.11.1,
sctppor t=2905; @

add-sgcasp: sgpid=SGP2,5gid=SG1,ip1=206.150.10.2,ip2=206.150.11.2,
sctppor t=2905; (£
Rdated MML
* Signaling Gateway Process (SGCSGP) on page 7-255

6.5.3.5 SS7 Destination Point Code

The SGCDPC managed object defines the remote SS7 destination that is reachable by
Signaling Gateway Client through a particular Signaling Gateway in a particular network
appearance. It is possible for Signaling Gateway Client to reach aremote SS7 destination via
more than one Signaling Gateway. The following examples define the reachability of an SS7
destination through two different SGs:

add-sgedpc: pc=1-1-10,50id=SG1,naid=100;
add-sgedpc:pc=1-1-10,59id=SG2,naid=100,priority=0;
Reated MML
* Destination Point Code (SGCDPC) on page 7-247

6.5.3.6 Configuring a Route Key

The SGCRK managed object defines the route key associated with an AS. A route key
includes a set of SS7 parameters that uniquely defines the range of signaling traffic to be
handled by a particular AS. There is a one-to-one mapping between aroute key and an AS.
An SGCRK managed object must be added before it is associated with an AS.

The following commands add aroute key for each AS shown in Figure 6-2, “ Sample
Network Configuration,” on page 137:

add-sgerk:rkid=r1,type=DPC,dpc=1-1-20; @
add-sgerk:rkid=r2,type=DPC,dpc=2-2-20; @
add-sgerk:rkid=r3,type=DPC,dpc=2-2-21 [EX]
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Thefollowing lists the different types of route keys:
DPC route by DPC only
DPC_OPC route by DPC and a ranges of OPCs
DPC_OPC_CIC route by DPC, and ranges of OPC-CIC pairs
DPC-SIO route by DPC and SIO
DPC_CIC_SIO route by DPC, SIO and CIC ranges
DPC_OPC_SIO route by DPC, SIO and OPC ranges

If traffic isto be routed by DPC only, thereis no need to define an SGCRKRNG MO.
However, if it isto be routed based on arange of parameters, the SGCRKRNG MO must be
configured to specify the traffic range parameters, as shown in the following examples:

add-sgerk:rkid=rk1,type=DPC_OPC_CIC,dpc=1-1-20;
add-sgerkrng:rkid=rk1,0pc=1-1-10,cicmin=1000,cicmax=2000;  (Z=
add-sgerkrng:rkid=rk1,opc=1-1-10,cicmin=2500,cicmax=3000;
OR
add-sgerk:rkid=rk1,type=DPC_CIC_SIO;
add-sgerkrng:rkid=rk1,si=l SUP,cicmin=5000,cicmax=6000; @
add-sgerkrng:rkid=rk1,si=l SUP,cicmin=7000,cicmax=7500;
Related MML
* Routing Key (SGCRK) on page 7-249

6.5.3.7 Configuring an AS

The SGCA S managed object defines the parameters of an AS, alogica entity serving a
specific route key. Each SGCA S managed object is associated with an instance of SGCRK
managed object which must be created in advance. In addition, each AS is also associated
with aunique numeric vaue called route context (RC). Thereis a one-to-one mapping
between an ASand aRC ID. The RC ID provisioned on the Signaling Gateway side must be
identical to that of the ASP side to ensure successful message routing.

Each SP on Signaling Gateway Client can serve only one AS, or route key. When adding the
SGCAS MO, the unique SPID is specified to associate the AS with the SP.

Using Figure 6-2, “ Sample Network Configuration,” on page 137 as an example, SPO
serves ASL in the network with NA 100; SP1 and SP2 serve AS2 and AS3 respectively, and
both SPs are in the same network with NA 200. Thus, the ASs can be configured as follows:

add-sgcas.asd=AS1,spid=0,rkid=r1,rcid=1,mode=L OADSHARE; @
add-sgcas.asd=AS2,spid=1,rkid=r2,rcid=2,mode=L OADSHARE;
add-sgcas.asd=AS3,spid=2,rkid=r 3,rcid=3,mode=L OADSHARE;
Related MML
» Application Server (SGCAS) on page 7-241
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6.5.3.8 Defining AS Traffic Control

An ASP may serve multiple ASs, and it has different traffic status for each of the ASsit
serves. Moreover, an ASP's statuses may be different for different remote SGPs. For
example, an ASP may be activated to process traffic for AS1 over an association between
this ASP and a particular SGP, and it can be disabled so as not to process traffic for AS2
over the same association. The relation between the ASP, SGP, AS and the traffic statuses
are represented in the SGCASTFC MO.

The following commands activate ASP1 to process traffic for AS1 over the associations
with SGP1 and SGP2:

add-sgcastfc:aspid=ASP1,sgpid=SGP1,asid=AS1,0per t=ACT; [EZ]
add-sgcastfc:aspid=ASP1,sgpid=SGP2,asid=AS1,0per t=ACT; [EF

The following command deactivates traffic for AS2 over the association between ASP1 and
SGP2:

mod-sgcastfc:aspid=ASP1,sgpid=SGP2,asd=AS1,0per st=INACT; [E=])

Related MML
* AS-ASP Traffic Control (SGCASTFC) on page 7-245

6.5.3.9 IP Server Process

The SGCIPSP managed object defines the remote | PSPs | P addresses and SCTP port
numbers used for SCTP communication. An SGCIPSP managed object must be added on
the Signaling Gateway Client system for each |PSP ingtance that is to connect to the ASP. Two
| P addresses can be specified for SCTP multi-homing purposes. Each IPSP must be assigned
aunique SCTP port number for communication with SCTP if multiple IPSPs are running on
the same host. Be sure that the | P addresses and port numbers configured on the

Signaling Gateway Client side are identical to that of the PSP side to ensure successful
connection.

The following commands configure the remote ASPs as shown in Figure 4-2: on page 4 -
53

add-sgcipsp: ipspid=jilin,nwaspid=75,ip1=10.20.2.75, sctpport=2905,mode=CL I ENT,;
add-sgcipsp:ipspid=shenyang,nwaspid=72,ip1=10.20.2.72,
sctpport=2905mode=SERVER,;

Related MML
* Remote | P Server Process on page 7-261.
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6.5.3.10 IP Application Server

o

The SGCIPAS MO defines the attributes of aremote ASresiding on other SGCs. Each
SGCIPAS instance is associated with two instances of SGCRK, which must be created in
advance. One of the SGCRK instances (OWN_RKID) defines the traffic originating from
the local side towardsthe IPAS whereas the other (RMT_RKID) defines the traffic coming
from the IPAS. In addition, each IPAS is a so mapping between an IPAS and an RCID
(Routing Context ID).

Note: Routing Key (RKID) defines the semantics of traffic flow (based on point code or
protocol information). When an AS (SG/SGC) is defined, traffic flowing to/fromthe ASis
defined per Routing Key. But when sending messages towards that AS, a unique protocol
identifier needs to be provisioned the same on both the SG and the SGC. This identifier is
called the Routing Context 1D (RCID).

The RCID provisioned on the Signaling Gateway Client side must be identical to that of the
IPSP side to ensure successful message routing. An IPAS can be assigned alist of up to
eight IPSP's, operating in either override or load sharing mode. These |PSPs must be
created before they can bein thelist of assigned IPSPs (1P Server Process on page 6-142).
Signaling Gateway Client supports atotal of 2048 IPASs, and each SP can be configured to
serve more than one |PAS. When adding the SGCIPAS MO, the SPID is specified to
associate the IPAS with the SP.
The remote ASs are configured asfollows:
add-sgcipas: ipasd=IPAS, spid=6, OWN_RKID=rk_local,
RMT_RKID=rk_remotercid=7572,ipsplist=jilin;
add-sgcipas: ipasd=IPAS, spid=7, OWN_RKID=rk_local, RMT_RKID=rk_remote,
rcid=7572,ipsplist=shenyang;

Related MML
* [P Application Server (SGCIPAS) on page 7-263.

6.5.4 Configuring SCCP

The SCCP database only needs to be configured if SCCP or TCAP applications will be used
to communicate with other SS7 nodes. For example, if the Signaling Gateway Client system

will be an SCP or will be an SEP that queries and SCP, then the SCCP database must be

configured for at least the SCCP nodes and subsystems.

6.5.4.1 SCCP Network Provisioning

SCCP functions are only available for the signalling points defined within the SCCP
network. The SCCP network is a subset of the MTP network; therefore, each signalling
point must be defined in the MTP network prior to its definition in the SCCP network. An
error occurs when trying to add signalling points that do not have associated entriesin the
MTP database. The SCCP node, SP2, is added to the SCCP database with the following
command:
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add-snsp:spc=1-3-2;
Related MML
» SCCP Signaling Point (SNSP) on page 7-214

6.5.4.2 Subsystem Provisioning

SCCP users can only communicate with the subsystems provisioned in the SCCP network.
In1TU WHITEBOOK networks, the SCCP management subsystem is created by SCCP and
isalways SSN=L1. It gives the status of the remote SCCP. This management subsystem
(SSN=1) cannot be modified.

In Figure 6-2, SP2 has two subsystems that will be accessed. These subsystems are added to
the database with the following commands:

add-subsys.gpc=1-3-2,ssn=253; @
add-subsys:spc=1-3-2,s55n=254; [TT})
Related MML
 Subsystem (SUBSY S) on page 7-216

6.5.4.3 Concerned SP Provisioning

Y ou can provision concerned signalling points that are associated with the subsystems that
will run on your node. A concerned signalling point will accessthe local subsystem and
needs to know its status. SCCP management uses the concerned point code information to
identify which signalling points must be notified of changesin the status of the local
subsystems. A local subsystem cannot have its own signalling point code as a CPC.

For the Figure 6-2, SP3 will be a concerned point code for the subsystems running on SP1.
The CPC isidentified in the SCCP database with the following commands:

add-cpc: spe=1-2-3,ssn=20,cpc=1-3-5; @
add-cpc:spe=1-2-3,ssn=21,cpc=1-3-5; [EF)
Reated MML
* Concerned Point Code (CPC) on page 7-204

6.5.4.4 Global Title (GT) Database Provisioning

A global titleis an alias address that can be trandated to a point code, a point code and
subsystem number, or anew global title. A global title address explicitly contains
information that alows routing in the signaling network. The GT table is used to define the
global title entrieswhich will be trandated in the GTENTRY table. The GT tableisindexed
by the key parameter GT and it is used to name trandation types. A maximum of 131072
(256 trandation type X.512 global title per trandation type) instances can be entered.

add-gt:gt=gt1,gtie=4,trtype=0,addrinfo=12039251111; =]
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Note: Awild card cannot be used with the ADDRINFO parameter. To add all values, you
must create 16 entries, each one with ADDRINFO equal to a different H' value, H'O

through H'f
Related MML
* Global Title (GT) on page 7-206

6.5.4.5 Global Title Entry Table (GTENTRY) Provisioning

Thistable is used to introduce the global title trand ations to SCCP routing module (scrc).
Two types of global titles are maintained for incoming and outgoing trandation. The
incoming global titleisfor trandation on messages coming from the network and the

outgoing oneis for trandation on messages going to the network. Cyclesin global title
trandations are not alowed. A maximum of 131072 (256 trandation type X 512 global title
per trand ation type) instances can be entered.

add-gtentry:io=incoming,gt=gt1,spc=1-3-2,ssn=25]
Related MM L
* Global Title Entry (GTENTRY) on page 7-208

6.5.4.6 Mated Subsystem Provisioning

SCCP subsystems can be mated with each other as pairsto provide redundancy in the case

of failure. The signalling points, the subsystems, and their concerned point codes have to be
designed prior to mating two subsystems.

As an example, the following command mates subsystem 21 and 253:
add-mate: gpc=1-2-3,ssn=21, mgpc=1-3-2,mssn=253; =)
Related MM L
» Mate (MATE) on page 7-210

6.5.5 Configuring ISUP

The | SUP database only needs to be configured when a call processing application is
associated with the Distributed7 |SUP module for control of circuit-switched
communications.

6.5.5.1 Configuring Remote ISUP Node

All nodes that your node will be exchanging | SUP messages with must be in the ISUP
database. These nodes should aready be in the M TP database. When adding nodes, you
must associate the destination point code with a point code index number (PCNO). The
PCNO isarbitrary and allows the administrator to identify a remote node by asimple
number instead of the entire point code. An optional parameter, CICCONTROL, can be
specified to identify which node will control which CICs of the trunks between them.
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From the Figure 6-2, trunks exist to SP3. Since thisis thefirst ISUP node to be added, it will
be assigned a point code number (PCNO) of 1.To add the node, enter the following
command (see Section 9.6.3 for details of the command):
add-isupnode:pcno=1,dpc=1-3-5; E
When the new node is introduced to the system, the default accessibility statusis set to
ACCESSIBLE (as would be seen in the DISPLAY -ISUPNODE output). The nodeis set to
thisinitial status even if the links or routes to that destination are down when the node was
created. The status is updated with the accurate value after further MTP_PAUSE and
MTP_RESUME messages (link ups and downs) occur with the new node existing in the
system.

Related MML
* |SUP Signaling Node (ISUPNODE) on page 7-227

6.5.5.2 Adding ISUP Circuit Groups

The trunk groups between two | SUP nodes that will be used must be identified. To add a
circuit group, you must have the trunk group ID and acircuit group ID. Y ou must also
specify the number of circuitsin the group. In ANSI releases, you may specify whether
Software Carrier Group Alarm (SCGA) protection is on or off.

The trunk group ID (TRNKGRPID) isthe designated trunk group number in the switch.
Trunk group IDs are unique across the switch. They are used to identify groups of trunks
(circuits) on thelocal end. A circuit identification code (CIC) is assigned to each trunk and
isknown at both ends of the trunk. CICs are unique between two SEPs. More than one trunk
in aswitch may have the same CIC, but each trunk that does have the same CIC must go to
adifferent destination. CICs are composed of a circuit group ID and a circuit ID. For the
example of this section, trunk group 3 of the figure will be used (T3/E3).

The circuit group 1D (GRPID) is determined from the CIC of atrunk in the desired trunk
group. It is determined differently for T1sthan for Els.

*For aTl1 (usedin ANS releases), the circuit group ID equasthe modulus 24 of any CIC on
the desired trunk group. Thismeansyou can pick CIC 71 from group 3 (T3), divideit by 24
and get the result of 2. (Any number from 48 to 71 can be used.) The circuit group ID equas
2.

e For an E1 (used in CCITT releases), the circuit group 1D equa s the binary value of the
seven most-significant bits of the CIC of the desired trunk group. This meansyou can use
any binary CIC from group 3 (E3), such as 150. The binary vdue of CIC 150is
000010010110. The binary vaue of the saven most-significant bits (0000100) is4, which is
aso thecircuit group ID.

To add trunk group 3 as an ISUP circuit group, the command is:
T1: add-isupcgr p:pcno=1,gr pid=2,cctnum=24,tr nkgr pid=3, scga=on T
E1: add-isupcgrp:pcno=1,gr pid=4,cctnum=32,tr nkgr pid=3; T
Related MML
* ISUP Circuit Group (ISUPCGRP) on page 7-224
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6.5.5.3 Adding ISUP Circuits

The circuits of the circuit group that will be available must be identified to ISUP in the ISUP
database. | SUP does not assume all the circuits will be used. Individua circuits or arange of
circuits may be added. Circuits are identified differently for T1 and E1 networks.

For aT1, the circuit number equals the remainder of the modulus 24 of the CIC. Generally,
thefirst circuit will be 0 and the last 23. For example, in trunk group 3, CIC 71 divided by
24 has aremainder of 23, whichisthe circuit number.

For an E1, the circuit number equals the binary value of the five least-significant bits of the
CIC. For CIC 150, the binary value of the five least-significant bits (10110) is 22 whichis
also the circuit number. While there are 32 circuitsin an E1, from 0 to 31, circuit O isalways
reserved for synchronization and will not be used for voice traffic. In addition, one of the
remaining circuitsis considered a D-channel (signaling channel). This circuit cannot be
included in the ISUP group. Therest of the circuits, atotal of 30, are considered B-channels
or voice channels.

The following commands add single circuits:
T1: add-isupcct:pcno=1,gr pid=2,cqym=23,;
E1: add-isupcct:peno=1,gr pid=4,c@Egm=22;

To add a sequential range of circuits, the range parameter is used. For aT1, the following
command adds all circuits, numbered from O to 23.

TL: add-isupcct:pcnozl,grpid:2,cctnum:0,ran@4;

For an E1, the following command adds 30 circuits, numbered from 1 to 30. The command
assumes the D-channel is on circuit 31 or that no signaling link isin the group.

E1: add-isupcct:pcno=1,gr pid=4,cctnum=1,r angE=Rpo0;

For an E1, if asignaling link (D-channel) ison circuit 13, you would need to enter the
following commands to make al the other trunks into ISUP circuits:

add-isupcct:pcno=1,gr pid:4,cctnum:1,range:
add-isupcct: pcno=1,gr pid=4,cctnum=14,r ange=1§

Circuit O is excluded because it is used for synchronization. If circuit O was inadvertently
added to the group, the switches on both sides automatically locally block it from any
possible voice traffic.

r Note: Circuits1- 12 and 14 - 31 (atotal of 30 circuits) will be added to the circuit group.

Related MML
* |SUP Circuits (ISUPCCT) on page 7-220
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6.5.6 Alarm Configuration

6.5.6.1 Alarm Type and Severity
Alarms are generated to aert the operators of any system faults or major eventsthat require
atention. Alarms are categorized in the following groups:
« EVENT - informationa alarmsthat are generated usudly for event logging purposes
* SET_ALARM - darmsthat are set in the system and remain until it is manually cleared by
an operator
*CLR_ALARM - darmsthat are generated to automatically clear an darm of SET_ALARM
type.
All darms are logged and kept in the directory $EBSHOME/access/RUN/alarmlog.
Alarmsof SET_ALARM type can be queried through MML. Some alarms of
SET_ALARM type are self-clearing—they are cleared automatically when the error
condition is corrected. Non-self-clearing alarms must be cleared manualy by the operator.
Alarms are rated according to the following four severity levels:
* INFO - informational alarm, reporting events such as system startup, shutdown, etc. These
adarmsdo not affect the functiond Sate of the system.

* MINOR - darmsthat indicate minor error conditions that do not impair the continued
operation of the system, such as configuration errors, invalid messages received, etc. These
aarms should not beignored asthey may indicate an impending problem.

* MAJOR - dlarmsthat indicate mgjor error conditionsthat affect the normal operation of the
system, such astraffic congestion, resource utilization reaching maximum threshold, etc.
These darms require immediate attention to prevent potentia service interruption.

* CRITICAL - dlarmsthat indicate critica error conditions that is interrupting the normal
operation of the system, such as processfailure, loss of network connection, hardware
faults, etc.

6.5.6.2 Alarm Groups

The system alarms are categorized into various groups. Each group is responsible for
different types of functions. The alarm groups are:

* TRMOD (trandation module)

* SPM (signaling point management)

* UPM (user part multiplexer)

* NIMOD (connection management)

* DKM (digtributed kernel memory)

* SG (signaling gateway application)
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6.5.6.3 Alarm Display

By default, all darms are displayed on the console and written to the darm log file. Run the
following command to toggle the display option:

modify-alarm:display=option;
where option is either ON or OFF.

The darms that are displayed can be filtered according to their severity levels. For example,
to display aarmsthat have severity level that are equal to or higher than MINOR, Run the
following command MML command:

modify-alarm:cons _thrs=sMINOR;  [E=)

6.5.7 SNMP Configuration

Signaling Gateway Client supports Simple Network Management Protocol (SNMP) versions 1
and 2 for network management. In a network management system, there can be multiple
network elements such as hosts, routers, terminal servers, etc., each with a processing agent
caled an SNMP agent. A centralized location called the network management station or
SNMP manager is used to manage these individua network elements. The manager

remotely controls or monitors the network elements by accessing their management
information.

Management information is simply a collection of managed objects residing in avirtual
information store, called a Management Information Base (MIB). MIBs are defined by the
Structure of Management Information (SM1), which isasubset of OSI’s Abstract Syntax
Notation One (ASN.1).
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Figure 6-3 illustrates the SNMP architecture involving an SNMP Agent and an SNMP
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The Signaling Gateway Client software package comes with an SNMP Agent that supports
both SNMP v1 and v2. All Signaling Gateway Client MIBs are defined by the ebs branch
under the .internet.private.enterprises subtree. The Distributed7 MIBs are defined by the
.ebs.accessMANAGER branch, while Signaling Gateway Client MIBs are defined by the

.ebs.sgc branch. The following figures illustrate the MIB hierarchy on Signaling Gateway

Client system (the key fields are bolded).
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internet (1)
private (4)
enterprises (1)
ebs (1056)
Distributed 7 (1) 6 (2) SGC(3)
sgcM3ua (1)
sgespnaTable (1) sgcaspTable (2) sgesgTable (3) sgcdpcTable (4) sgesgpTable (5)
sgcspnakntry (1) sgcaspEntry (1) sgesgEntry (1) sgedpcEntry (1) sgesgpEntry (1)
sgespnasSpld (1) sgcaspAspld (1) sgesgSgld (1) sgedpeSgld (1) sgesgpSgpld (1)
sgespnaNald (2) sgeasplp 1 (2) sgesgMode (2) sgcdpeNald (2) —— sgesgpSgld (2)
sgcspnaOperSt (3) sgcasplp 2 (3) sgesgRowStatus (3) sgcdpcePce (3) sgesgplp 1 (3)
sgcspnaStatus (4) sgcaspSctpPort (4) sgedpePeSt (4) sgesgpip 2 (4)
sgespnaAspld (5) sgcaspSgRedMode (5) —— sgedpcAspld (5) sgesgpSctpPort (5)
sgcspnaRowStatus (6) sgcaspNwAspld (6) sgcdpcRowStatus (6) sgesgpOperSt (6)
sgesgpStatus (7)
. sgcsgpAspld (8)
sgesgpRowsStatus (9)
sgerkTable (6) sgerkrngTable (7) sgcasTable (8) sgcasticTable (9)
sgerkEntry (1) sgerkrngEntry (1) sgcasEntry (1) sgcastfcEntry (1)
sgcrkRkId (1) sgcrkrngRkld (1) sgcasAsld (1) sgcastfcAspld (1)
sgerkType (2) sgerkmgSi (2) sgcasSpid (2) sgcastfcSgpld (2)
sgerkDpc (3) sgerkmgOpc (3) sgcasRKkId (3) sgcastfcAsld (3)
sgerkRowStatus (4) sgerkmgCicMin (4) sgcasRcld (4) sgcastfcOperSt (4)
sgcrkrngCicMax (5) sgcasMode (5) sgcastfcStatus (5)
sgcrkrngSsn (6) sgcasRowStatus (6) sgcastfcRowStatus (6)
sgcrkrngRowStatus (7)

Figure 6-4: Internet MIB Tree
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Distributed7 (.1.3.6.1.4.1.1056.1)
Signaling (2)
ss7 (1)
mtp (1)

mtpTabl e( 1) 13 timerTable(2) slimerTable(3) spTable(4) rtset( 5) | sets( 6)
mtpEntry(1) [3timerEntry(1) sltimerEntry(1) SpEnNtry(1) rtsetTable(1) routeTable( 2)
—— mtpSpno(1) | I3tTimer(1) sltTimer(1) spNo(1) ‘
— mtpPr otoc ol ( 2) 13tValue(2) sitValue(2) spName(2)  rtsetEntry(1) routeEntry(1)
—— mtpVariant( 3) [3tMinval(3) sltMinval(3) spSpc3) e rsRtset(1) L rRtset(1)
— mipPcsize(4) [3tMaxval(4) stMaxval (4) SpNi(4) ___rsDpc(2) rLset(2)

mtpMcong ©) SpType(s) r sRtype( 3) — rPrio(3)

mtpMpr io( 6) — sState( 4) — rState(4)
— mtpSic(7) _rsCong(5) | rLsstate(5)
= MmtpRestar t( 8) rsRowStatus(6) rCurrent(6)
—— mipMipState( 9) — rRtcong(7)
—— mtpRir ¢( 10) L rLscong(8)

mtpRpo2! po( 11) r RowStatus( 9)
— mtpDpcCheck(13)
—— mipNi Check(12)
— mitpRowStatus(14)

Figure 6-5: Distributed7 MIB - MTP Tree 1
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Distr ibuted7 (.1.3.6.1.4.1.1056.1)
Silgnaling 2
ss7 (1)
mt!’ (1
Isetls( 6) aliasTable(7)

IsetstatTable( 1) Iset(2)

IsetstatEntr y( 1) IsetTable(1) links(2)
—|ssLset (1) I I
—ISSDPC(2)  IsetEntry( 1) level2(1) level3(2)
= |SSStatus(3) e |SLset(1)
—|SSAC(4) = |SDpc(2)
e |SSAVI(5) = ISTypE) 3) [2timerTable(1) [2flowTable(2) [2csTable( 3)
s IsLoaded(4)
s IsActive(S)  I2timerEntry(1) [2flowEntry(1) [2csEntry(1)
== |SAbDIt(6) 12tLink(1) = | 2fLink(1) — I2csLink(1)
= |SEMEr g ency( 7) 12tTimer(2) — |2 FClev el(2) [2csStat(2)
»  IsRowStatus(8) 12tValue( 3) = 2fCongonval(3)  — I2csTminsrv(3)
[2tMinval(4) = [2fCongabval(4) _—— |2csSuer m(4)
[2tMaxval(5) = [2fDisconval(5) I2csAlgnf(5)
— |2fDiscabval(6) — |2csLinkf( 6)
— |2csRsuUE(7)
—— |2csDRxI(8)
— 12csDTxI(9)
—— |2csDBo( 10)
[2csTxframes(11)
[2csRxfr ames(12)
— |2csTxoctets(13)
L l2csRsoctets(14)
Figure 6-6: Distributed7 MIB - MTP Tree 2
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Distributed7 (.1.3.6.1.4.1.1056.1)
signaling (2)
ss7 (1)
mtp (1)
Isets(6)
‘ aliasTﬁ\ble(?)
Iset(2)
‘ aliasEnry(1)
links(2) — aliasApc(1)
‘ — aliasOgpc(2)
— aliasInfltr(3)
evels® — aliasFltract(4)
I I aliasRowStatus(5)
linkTable(1) linkstatTable(2)
linkEntry(1) linkstatEntry(1)
— InkLink(1) —
— InkLset(2) — InksLink(1)
—— InkSlc(3) _ InksLset(2)
— InkPriority(4) InksSlc(3)
—— InkL2Ecm(5) — InksStatus(4)
InkPcrN1(6) — InksAct(5)
InkPcrN2(7) — InksEmr(6)
InkHostname(8) — InksEco(7)
InkHostStatus(9) —— InksLoaded(8)
InkBoardnm(10) — InksAvI(9)
Inkinst(11) InksLin(10)
| InkPort(12) InksRin(11)
— InkRowStatus(13) — InksLpo(12)
InksRpo(13)
Figure 6-7: Distributed7 MIB - MTP Tree 3
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Distributed7 (.1.3.6.1.4.1.1056.1)

signaling (2)
ss7(1) hardware (2) ntwk (3) alarm (4)
ss7board(1)
ss7boardTable (1) lineTable(2) portTable (3) timeslotTable(4) pmlinkTable (5) ctbusTable (5)
ctbusEntry(1)
ss7boardEntry (1) lineEntry(1) portEntry (1) timeslotEntry (1) PmlinkEntry(1) .
s7brdHostname (1) InHostname (1) prtHostname (1) = tsHostname (1) pmHostname (1) ctbusHostname (1) - CtNr8khz(14)
— s7brdBoardnm(2) InBoardnm(2) prtBoardnm(2) s tsBoardnm(2) pmBoardnm (2) ctbusBoardnm () —  ctNrinv(15)
— s7brdinst (3) b |nnst (3) b Priinst(3) - tsInst(3) pminst (3) — ctinst(3) ciNract (16)
s7brdConf (4) InSpan(4) prtPortnum(4) tsDesttype (4) pmPort(4) ctRefclk(4) CiNr1(17)
— s7brdPm(5) InClass(5) prtClass(5) tsDestspan (5) pmAdminstat (5) ctRefinv(5) —  ciNr2(18)
I s7brdModules (6) = INType(6) s pITTYpE (6) = tsDestslot (6) pmOperstat (6) —  ctFbmode (6) CtGIPA(19)
s7brdState(7) INFrm(7) prtBaud (7) tsClass(7) pmLinkfails(7) ctFbspan (7) CtGrpB(20)
s7brdClass (8) b INCo0dI(8) e priipbkmode (8) == tsOrigtype(8) pmRxframes (8) L— ctFb(8) ctGrpC(21)
— s7brdPorts(9) InLen (9) prtidledetect (9) tsOrigspan (9) pmRxoctets (9) ctComp(9) ctGrpD(22)
—  s7brdLines (10) Inimp(10) tsOrigslot(10) pmSUinerror (10) - ctC8a(10) ‘—  CtGrpE(23)
s7brdClockmode (11) fess  InLpbk (11) pmDiscrxlength(11) «—  CtC8b(11) .—  CiGIpF(24)
s7brdClockspan (12) InNfty(12) pmDiscoverflow(12) ' ctNrmode(12) | CIGIPG(25)
| s7brdSpmiinkno(13) — InAccs(13) pmRowsStatus (13) —  ciNrspan (13) —  CtGrpH(26)
s7brdRowStatus (14)

Figure 6-8: Distributed7 MIB - Hardware Tree
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Distributed7 (.1.3.6.1.4.1.1056.1)

signaling (2)
ss7 (1) hardware (2)ntwk (3) alarm (4)
ntwkTable(1) hostTable(2)
tcpconTable(3)
NtwkEntry(1) hostEntry(1)

L ntw kHostname(1l) |—hstHostname(1)  t¢pconEntry(1)
ntwkMode(2) ——hstRmthost(2) | tconHostname(1)
ntwkClocksync(3) hstAlias(3) —tconRmthost(2)

— ntwkFrequency(4) [ hstRmthosttyp(4) tconMode(3)

— ntwkDualhost(5) — hstConf(5) - tconService(4)
ntwkMask1(6) L hstRowStatus(6) | tconProto(5)

— ntwkMask2(7) I tconModules(6)

|___tconHbeat(7)

| __tconFrequ(8)

| tconMaxtries(9)
tconActEst(10)

L tconActRmv(11)

| tconHbLoss(12)
tconState(13)

Figure 6-9: Distributed7 MIB - Network Tree
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Di stri buted7 (.1.3.6.1.4.1.1056.1)
signaling (2)
ss7(2) har dwar e ( 2) ntwk ( 3) alarm(4)
alar mTabl e( 1) almgr pTabl e( 2) strdalmTable(3) al meventTabl e( 4)
al ar mEntr y( 1) al mg r pEntry( 1) strdalmEntry(3) al meventEntr y( 4)
—— almHost name( 1) — agrpHost name( 1) —st raHost name( 1) ——alev Host name( 1)
— al mDi spl ay( 2) — agrpGroup( 2) ——straGroup(2) —atev ReqHost name( 2)
— almConsThr s(3) agrpConsThrs(3) ——straModule(3) — alevGroup(3)
—— almUser Thrs(4) —— agrpUserThrs(4) straType(4) alev Module(4)
— almRepeat(5) —— agrpNumOfAIms(5) straParameters(5) alevType(5)
— almUpdate( 6) —straSeverity(6) ——alev Threshold( 6)
—— al mGl obal ( 7) ——straFirstOccur(7) L alevRowStatus(7)
——al mLog Fil eNum( 8) ——straLastOccur(8)
——straNumOfOccur(9)
—straText(10)

Figure 6-10: Distributed7 MIB - Alarm Tree
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Distributed7 (.1.3.6.1.4.1.1056.1)
Signaling (2)
ss7 (1)
mtp (1) sccp (2) isup (3)
sccpTable(1) snspTable(2) subsysTable(3) cpcTable(4) mateTable(5)
sccpEntry(1) snspEntry(1) subsysEntry(1) cpcEntry(1) mateEntry(1)
— sccpSpno(1) —snspSpc(l) | cpcSsn(l) I—mateSsn(l)
— sccpVariant(2) ——snspPcStatus(2) SubsysEntry(1) | cpcSpc(2) mateSpc(2)
— sccpPCIND(3) —snspXlate(3) sbsSpc(1) E cpcCpc(3) ——mateMssn(3)
—sccpTCONNEST(4)  ——snspCpc(4) ——sbsSsn(2) cpcStatus(4) ——mateMspc(4)
— sccpTIAS(5) ——snspSubsys(5) shsMssn(3) —— mateWaitFG(5)
— SCccpTIAR(6) snspStatus(6) — sbsMspc(4) ——matelgnore(6)
SCCPTREL(7) sbsSsnStatus(5) mateStatus(7)
— sccpTINT(8) — sbsXlate(6)
sccpTGUARD(9) —shbsCpc(7)
—sccpTRESET10) L— sbhsStatus(8)
- SCCpTSEGMENT(11)

Figure 6-11: Distributed7 MIB (SCCP Layer - 1)
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Distributed7 (.1.3.6.1.4.1.1056.1)
Signaling (2)
ss7 (1)
mtp (1) sccp (2) isup (3)
gtTable(6) connectTable(7) locssTable(8) gtentryTable(9)
otEntry(1) connectEntry(1) locssEntry(1) gtentryEntry(1)
— connld(1) =—|0CcssSsn(1) e gtelo(1)
GtEntry(1) = connSsn( 2) = =locssMssn(2) gteGt(2)
— tGt(1) = connDpc(3) = locssMspc(3) — teSpc(3)
— gtGtie(2) — connRemRef(4) = l0CcSsStatus(4) — gteSsn(4)
gtNatAddrinfo(3) L = conStat(5) » locssXlate(5) gteWildcard(5)
O TIType(4) m CONStatus(6) = |0CSSCpPC(6) e (JteNewgt(6)
— gtNumplan(5) — gteStatus(7)
gtAddrinfo(6)
— gtStatus(7)

Figure 6-12: Distributed7 MIB (SCCP Layer - 2)

Copyright ¥ NewNet Communication Technologies

Page 6 159



160-3001-01 Signaling Gateway Client User

Manual
Distributed7 (.1.3.6.1.4.1.1056.1)
Signaling (2)
ss7 (1)
isup (3)
isupTable(1) isupnodeTable(2) isupcgrpTable(3) isupcctTable(4)
isupEntry(1) isupnodeEntry(1) isupcgrpEntry(1) isupcctEntry(1)
—isupName(1) + isupnodePcno(1) isupcgrpPcno(1) [ isupcctPcno(1)
——isupVariant(2) — isupnodeDpc(2) —isupcgrpDpc(2) — isupcctDpc(2)
—isupMntclnd( 3) *  isupnodeCongestion(3)  ——isupcgrpGrpld(3) — isupcctGrpid (3)
isupConges(4) —— isupnodeAccess(4) —isupcgrpCctnum(4) —isupcctCctnum(4)
— isupXlate(5) *  isupnodeAnmoff(5) ——isupcgrpTrnkGId(5) —— isupcctRange(5)
isupRecMod(6) — isupnodeAcmoff(6) isupcgrpSCGA(6) [ isupcctStatus(6)
—isupMbgind(7) — isupnodeCrgoff(7) —isupcgrpCCName(7) r—isupcctMtcStatus(7)
—— isupAutorsp(8) — isupnodeCicControl(8) ——isupcgrpMntcName(8) —isupcctHwdStatus(8)
—isupAggrind(9) - isupnodeFirstCic(9) —isupcgrpStatus(9) —isupcctSusStatus(9)
isupExchodc(10) isupnodeMaxCct(10) [~isupcctOperStatus(10)
— isupUpmind(11) —— isupnodeLocation(11) —supcctRowStatus(11)

— isupnodeRowStatus(12)
Figure 6-13: Distributed7 MIB (ISUP Layer - 1)

Distributed7 (.1.3.6.1.4.1.1056.1)

signaling (2)

ss7 (1)

isup (3)

isuptmrTable(5)

IsuptmrEntry (1)
——isuptmrid(1)
isuptmrValue(2)

Figure 6-14: Distributed7 MIB (ISUP Layer - 2)
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6.5.7.1 Configuring SNMP Agent

The MIBs and SNMP agent configuration files must be properly configured and placed in
the appropriate directories to manage Signaling Gateway Client using SNMP. The

following

Tabla 6.4 CANMDP Canfictriratian IFeefGFIeS aHd FI|eS _
TAUTC U™, OINIVIT QL UTT IIG.rLaItIJdrI_] > ]
Igile Description
SRS mib_text.vl MIB modulesfor SNMP v1. No modificationis
$EBSHOM E/access RUN/config/SNMP required in thisfile.
MIB modulesfor SNMP v2. No modificationis
mib textv2 required in thisfile.

snmp_cmnd.tbl

SNMP and MO mapping table. No modificationis
required in thisfile.

trap.ini Template that defines where SNMP traps must be
$EBSHOM E/access RUN/config/SNM Pletc (SNMPVY1) sent. Must be copied to $EBSHOME/access RUNX/
config/fSNM P/trap.conf.
Template that defines the community attributes. Must
community.ini be copied to $EBSHOM E/access RUNXx/config/
(SNMP V1) SNM P/community.conf.
Template that defines the party attributes. Must be
party.ini copied to $EBSHOM E/access RUNx/config/SNM P/
(SNMPV2) party.conf.
Template that defines the context attributes. Must be
context.ini copied to $EBSHOM E/access RUNXx/config/SNM P/
(SNMPV2) context.conf.
Template that defines the supported MIB view. Must
view.ini be copied to $EBSHOM E/access RUNXx/config/
(SNMPVv2) SNMPlview.conf.
Template that defines the access policy. Must be cop-
adlini ied to $EBSHOME/accessRUNx/config/SNMP/
(SNMPV2) acl.conf.
trap.conf Defines where traps are sent.
$EBSHOM E/access RUNX/config/SNMP
where x isthe signaling point number. Defines community attributes.
community.conf Defines party attributes.
party.ini Defines context attributes.
context.ini Defines MIB view.
view.ini Defines access palicy.
acl.ini

* Determine which version of SNMP, v1 or v2, you are using before configuring anything.

* Then, based on Table 6-4, copy the necessary configuration templates named as
$EBSHOM E/accessRUN/config/SNM P/etc/* ini

to

$EBSHOM E/access RUNx/config/SNM P/* .conf,
where x isthe signaing point number on which the SNMP Agent should run.
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* If both SNMP v1 and v2 are used, then copy al the configuration templates. Otherwise,
only copy the set of files needed for the version you are using. Based on the version,
complete the following ingtructions to edit the configuration files.

SNMPv1 Configuration Files

Two SNMPv1 configuration files exist. For SNMPv1, security isonly at the community
information level. Each file should be edited as described below.

community.conf

Contains the port numbers for listening SNMPv1 requests. Up to 4 ports can be defined for
listening SNMPv1 requests on the first line. The community names to be accepted by the
SNMP agent are defined in the second line. After initialization, port number ‘7778 and
community name ‘public’ are defined for your system by default. Both lines can be
modified. Sample lines from the file appear below:

#local-port-nums for listening snmpV 1 managers (maximum 4 ports)

#defined community-names for identifying snmpV 1 managers (maximum 4 communities)
T778Yyyy 222

public

trap.conf

Contains the community information, network manager 1P address, and port number to
which the SNMPVv1 traps will be sent. Sample lines from the file appear below:

remote manager net address remote port number

#community name YYY.YYY.YYY.YYY XXX
public

SNMP v2 Configuration Files

The four SNMPv2 configuration files incorporate three security concepts - party concept,
context concept and access policy concept. Each file should be edited as described.

party.conf

Contains party concept elements. The required elements are party friendly name, party
object identifier, domain name, |P address, and port number. The file must be edited to
replace XxXX.XXX.Xxx.xxXx with the network address of the agent station and yyy.yyy.yyy.yyy
with the network address of the management station. Port numbers are set to defaults, but
they can be modified. If the chosen party is not using authentication, then there is no need to
configure any other elements. If the chosen party is using SNMPv2 md5 authentication, then
snmpv2md5Auth must be placed in authProtocol and the authPrivate text string key hasto
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be verified to be the same as the manager party authPrivate key. Sample linesfrom thefile
follow:

# FriendlyName PartylD

#TDomain  IP-address UDP-port

# authProtocol  priviProtocol

# lifetime maxmessagesize

#clock

# authPrivate authPublic

# privPrivate privPublic

agent_accessMANAGER .1.3.6.1.6.3.3. 1.3 500 XXX XXX, 1
snmpUDPDomain XXX XK XKX 77

noAuth noPriv

300 484

00000000

(00000000000000000000000000000000  Null
(00000000000000000000000000000000  Null

manager _accessMANAGER .1.3.6.1.6.3.3. 1.3 )00 XXX XXX XXX. 2
snmpUDPDomain AN ANNALLY 7788

noAuth noPriv

300 484

00000000

(00000000000000000000000000000000  Null
(00000000000000000000000000000000  Null

context.conf

Defines the contexts between agent and manager parties. In this file, XXX.XXX.Xxx.xxx refers
to the network address of the agent station. No other information needs editing. Sample
lines from the file appear below:

# contextName  contextldentity

# contextViewl ndex contextLocal Entity contextLocal Time
# contextDstPartylndex contextSrcPartylndex —contextProxyContext

context_1 accessMANAGER .1.3.6.1.6.3.3. 1.4 500 XX XK XXX, 1

1 Null currentTime
2 1 .0.0
context_2_accessMANAGER .1.3.6.1.6.3.3. 1.4 500K XXX XK XXX, 2
1 Null currentTime
4 3 .0.0

view.conf

Defines the supported MIB view. The Signaling Gateway Client SNMP Agent supports the
following subtrees:

* acCessMANAGER (1.1.3.6.1.4.1.1056.1) - Distributed7-related M1Bs
*39C (1.1.3.6.1.4.1.1056.3) - Signding Gateway Client application-related MIBs

acl.conf
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Defines the access privileges for each source party, destination party, and context triple. If
the default agent manager party definitions are used, then there is no need to edit thisfile.
Whenever new parties are defined, the required privilege information must be added to this
file. Sample lines from the file appear bel ow:

# targetParty sourceParty context privileges

#and privilegesis[gnsrt] *

#whereg = get, n = getnext, s= set, r = get Response,
#b = bulk, i = inform, u = trap2

agent_accessMANAGER manager_accessMANAGER context_1 accessMANAGER gnb

manager _accessMANAGER agent_accessMANAGER context 1 accessMANAGERTru

6.5.7.2 Starting the SNMP Agent

The SNMP Agent must be started BEF ORE the system can be managed remotely from a
management station. Run the following command to start an SNMP Agent for a particular
signaling point:
AccessSNMP -v version sp
where
* verson isthe SNMP version, either 1 or 2

* gp isthe signaling point number fromOto 7.

6.6 UsingAccessMOB

6.6.1 Introduction

The Graphical User Interface (GUI) for Signaling Gateway Client is called the Managed
Object Browser (MOB). Thisinterface displays the hierarchical model of Signaling Gateway
Client on the screen and permits convenient access through point-and-click mouse sequences
instead of through typed commands. Managed Objects (MO) presented in tree form, can be
selected at will for viewing or modifying.

6.6.1.1 Requirements
To access the Managed Object Browser, you will need the following:
 Signding Gateway Client software;

* X Window System Release 5 (X11R5) server software, or equivadent, e.g., OpenWindows
for Solaris, and the corresponding shared (run-time) libraries,

* Motif Verson 1.2.4 shared (run-time) libraries. (See the Environment Variables section);
» Motif or another compatible window manager (e.g., OPEN LOOK for Sun systems).

For additional details on using the Motif environment, refer to the Open Software
Foundation's OSF/Motif User's Guide.

For details on using OPEN LOOK, refer to your Sun system documentation.
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6.6.1.2 Environment Variable Settings

Environment variables must be set before running the Managed Object Browser, if they
were not set at installation. The following commands are given for the C Shell.
1. The SEBSHOME variable must be set to the directory where the Distributed?
software wasingtalled. If it isnot set, enter the command:
setenv EBSHOME <install directorys>
(<install directory> should be replaced with the actual directory path wherethe
softwareisinstalled.)

! I mportant: $EBSHOME can be up to 1024 characters.

2. Check that the path in your .chrcfileis set up to run the Distributed7 software. I not,

set the $PATH variable with the following command:
setenv PATH ${PATH}:$EBSHOME/access/bin

3. Set the $DISPLAY variable to the host name of your machine (network node name)
using the command: setenv DISPLAY <hostname>:0.0
This command can be placed in your .cshrcfile.

4. The$LD_LIBRARY_PATH environment variable MAY have to be set to access
shared libraries at run-time. For example, if an error such asfatal: libXm.so.4: can't
open file: errno=2 occurs, then the libXm.so shared library for Motif Version 1.2.4
cannot be found. In this case, the variable must be set according to one of the two
methods bel ow.

a. For avariable that has other settings, enter:
setenv LD LIBRARY PATH ${LD LIBRARY PATH}:$MOTIFHOME/lib

b. For avariable that has not been set previoudy, enter:
setenv LD LIBRARY PATH $MOTIFHOME/1lib
(MOTIFHOME isan environment variable which represents the location of the
Motif installation directory for your particular system- e.g. /usr/dt for Sun
platforms Consult your system administrator.)

Important: The X and Motif shared libraries used by AccessMOB are libXm.so, libXt.so,
libX11.s0, and libXext.so. If any of these libraries reside in non-standard directories on
your system, their location must be determined and the location must be added to the
$LD_LIBRARY_PATH variable as described above. (Consult your system administrator
for help in finding the location.)

5. Place these settings permanently in your .cshrc file.

6.6.1.3 Conventions
The following are the conventions used within this chapter:
» File names and dialog box buttons within paragraphs appear in Bold Italic;

» Commands that must be typed in gppear in courier Bold Whilethe optionsof the
command appear in courier that isnot bold;

» Menu names and options appear in Bold.
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* Point codes are defined as Network-Cluster-Members, for ANSI versions. For ITU/CCITT
versons, point codes are defined as Zone-Network-Signaling Points;

« Left and right mouse buttons will bereferred to as LEFT and RIGHT.
* DOUBLE CLICK means arapid press-rel ease-press-rel ease of the mouse button.
I mportant: If the mouse buttons or other functions do not seem to operate as described in

this manual, you can reset the entire environment to use the default behavior. To do this,
press these four keys simultaneoudly: AT)+ ERO+ [F)+ [0

6.6.1.4 Starting the Managed Object Browser

To run the Managed Object Browser, the Signaling Gateway Client software must be running.
The Managed Object Servers that control the MTP and SCCP managed objects will be
running. Other user part managed objects, such as the ones for ISUP, can a so be browsed
with the MOB if their Managed Object Servers are running. (See the Initial Configuration

chapter.)
The command to start the Managed Object Browser (MOB) is.
AccessMOB sp

The sp argument isthe signaling point number (0, 1, 2, 3,4, 5, 6, or 7) of a

Signaling Gateway Client logical node that is already running and needs to be configured.
It

should be a number that was used with a upmd command.

The Managed Object Browser registers non-exclusively with the Signaling Gateway Client
environment. Multiple copies of the MOB can exist for the same signaling point, either on
the local host or across the distributed network. ]

The Managed Object Browser can be stopped with the  key combination or the Exit
option under the File menu. It will also be stopped automatically when the softwareis
stopped with the ebs_stop command.

Note: If the status of a Managed Object Server changes (for example, one of the daemonsis
started after AccessMOB), AccessMOB is automatically updated. It does not have to be
restarted.
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6.6.2 Managed Object Browser

The managed object browser consists of amain window and dialog boxes. The operation
mode and the managed object are selected at the main window. Then, dialog boxes appear to
specify the unique managed object instance and perform the operation.

All of the dialog boxes have the same components and display information in the same
manner. The parameters of a managed object are shown in alist, with atext field next to
each parameter. The fields show the present values of the parameters. This value may or
may not be changed by the user depending on the context. If an parameter's value cannot be
changed, the parameter is shown in grey and it cannot be clicked on with the mouse.

Generally, dialog boxes pop up at full size but can be resized smaller, if desired. When
necessary, scrollbars are provided to alow viewing lists that are too largeto fit in anormal
window. The scrollbars are activated with the mouse.

6.6.2.1 Window Managers

While window manager functions will not be discussed in this manual, knowledge of them
will alow the most flexible use of the Managed Object Browser. For example, the main
window of the Managed Object Browser can be iconized to free up screen space while
viewing other subwindows. All viewing windows of the Managed Object Browser can be
sized and arranged as desired. Minimizing and resizing is done using the window border or
the border menu of the window manager.

The window manager controls the screen and the inputs from the mouse and keyboard to the
Managed Object Browser. For example, to accept an input, the desired window of the
Managed Object Browser must be selected. To select the window, the user would either
click on the window with the mouse or ssimply move the mouse pointer inside the window,
depending on the window manager. A selected window will have acolor changein the
window border or some other visual indication.

The program for the window manager can be started by entering the name at the bottom of
the xinitrc file that existsin the home directory. The name of the Motif Window Manager is
mwm. The name of the OPEN LOOK Window Manager is olwm. The program must NOT

be run in the background (do not use the & with the command).

6.6.2.2 Accessing Menus

The menus of the MOB can be accessed using the mouse to click and drag. The menus may

a s0 be accessed by using the keyboard. However, if ison, the keyboard will appear to
be disabled.

Two ways exist to access menus using the keyboard instead of the mouse. The first method
pops up amenu so that a selection can be chosen visually. By pressing th eta or
diamond) key and then the letter key of the menu name (e.g.[#%r File), that menu will
display its choices. When the menu choices have been displayed (either by the mouse or a
key combination) a choice can be selected by pressing the key of the underlined letter (e.g.

for Exit).

Copyright ¥ NewNet Communication Technologies Page 6 167



160-3001-01 Signaling Gateway Client User
Manual

In a menu, keyboard actions also include using arrow @EIE)@ move the

Cursor, tf@r @sto activate, and E':ancel.

The second method of accessing menus isthrou%ih menu accelerators. Menu items can be
directly selected WITHOUT going to the menu by usinf[=Rey combinations. The
combinations are identified in the menus next to the associated menu item for which they
apply. They are dso provided in the following subsections. The Main Window must be
selected as the current window for the key combinations to work. If

running the program, the [ca isonwhile
cae. key menu accelerators will be disabled. They require lower

6.6.2.3 Using the Mouse

Thefollowing list summarizes the valid mouse actions:

* Clicking the LEFT mouse button once activates an operation in the current mode.

* Clicking the MIDDL E mouse button shows or hides the subtree of amanaged object node.

* Pressing the RIGHT mouse button brings up amenu to choose an operation from amode
that isnot in the current mode.

* Double clicking the LEFT mouse button opens aview box of al instanceswhenin View
mode.

* Pressing [ and clicking the LEFT button, when in View mode, opens aview box of al
instances.

* Pressing @ @glicking the RIGHT button, when in amode other than View, opensthe
popup menu for selection of the view operation to view al instances.

I mportant: If the mouse buttons or other functions do not seem to operate as described in
this manual, you can reset the entire environment to use the default behavior. To do this,

press these four keys simultaneously. 1+ + EF+ O
ALT

6.6.2.4 Entering Data in the Dialog Box

Dialog boxes are used to enter data for amanaged object selected from the main window.
First, a unique instance of the managed object isidentified in akey dialog box. Then,
another dialog box will appear in which to perform an operation. The data entry into any of
the dialog boxes follows the same generd rules.

A field can be selected by clicking on it with the mouse. Movement between the fields can
also be accomplished using the key to go down thelist or the + combination
togoupthelist. The [Z]) key act8the same asthe [_jkey. Eachtime [BXjjishit, the next
field down on thelist is made active for input. Teb

Within the field, the r@@ nl=]=]
may be used for editing. The may also be used to point and click di reg'ay. Copy and
Paste operations are available using the LEFT and MIDDLE buttons of the mouse or by
using the keyboard.

A Range or Set menu that appears at the end of the field can a so be used to input the data.
Please see Range Menus and Set Menus and Set Type Vauesfor more details.
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After datais entered or changed, the Apply button must be selected to complete the
operation. The mouse can be used to click on the button. If the Apply button isindicated as
the current button by an outline around it, either the @ or feece Jkey can be pressed to
compl ete the operation. ==

Selecting the Cancel button closes the dialog box without making any changes. Usually this
is done by clicking on the button with the mouse. However, if Cancd is the outlined button,
then either the or @ key can be used.

Range Menus

A Range menu occurs on the right side of an integer field if the allowed range of valuesis
small enough (e.g. 1 - 32). It lists the allowed values, from minimum to maximum. The
Range menu is viewed by clicking on the Range button with the LEFT mouse button or by
pressing the, a or diamond key and R) key combination when the desired field is
the activefield.

A value can be selected directly from the menu by using the mouse. That valueis
transferred into the text box, eliminating the need to type it. Within the Range menu, the up

and down arrow keymm &) @ and

Set Menus and Set Type Values

may be used.

A Set menu occurs on theright side of astring or numeric field if it isrestricted to a small
number of valid values (e.g. ON, OFF). The Set typeis provided to reduce the possibilities
of error and the amount of typing required for astring value. The Set menu is viewed by
clicking on the Set button with the LEFT mouse button or by pressing t] (M eta or
diamond key and R) key combination when the desired field isthe active field. R

A value can be selected from the menu using the mouse. That valueis transferred into the
text box, eliminating the need to type it. Within the Set menu, the up and down arrow keys

() (P EpE) 1sed.

When typing in the value for this type of field, only the initial characters which uniquely

identify avalue from the set are required. The value will be automatically completed and
accepted. For example, in the set { ON, OFF} it is necessary to type the first two lettersto
identify the choice.

For long strings, the@ may be used to perform a partial completion while you are
typing a set value. For example, in the following set,

{ hs332, shs334, hs370, sbs372, ax7000, pri200}

typing an BPllowed by tomatically provide the substring sbs3. Thisisthe
maximum substring identified by the given character. Then, you must type the rest of the
characters needed to uniquely identify one element of the set. Tf'@ey may complete
the set value if that is possible. However, using th to compléte avalueis not
necessary. The automatic completion occurs when yoésmove to a different text entry field or
when the Apply button is selected. If avaue could not be completed to form avalid set
member value, an error message will appear.
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I mportant: For values which have multiple completions (i.e. the set {I, I1, I11}), any sub-

v

string which is entered will be accepted. Be careful to enter the appropriate val ue.

6.6.2.5 Managed Objects Parameters

Managed objects are afunctional or physical resource of the system, such as subsystems or
linksets. For example, each box in the Main Window of the Managed Object Browser
(Figure 6-15) isamanaged object. Each managed object has a set of operations (add,
modify, delete, view) that are allowed to be performed onit. An individual instance of a
managed object, such as a specific linkset, is defined by its parameters. They provide the
managed object with aunique identity.

A more in-depth description of managed objects can be found in Chapter 2. However,
information about parameters are provided in the following subsections to provide a better
understanding of data entry in the Managed Object Browser.

Key Parameters

Key parameters are identified by akey symbol as seen in Figure 6-16 on page 6-176. In the
key selection dialog box, only the key parameters are listed for input by the user. The other
dialog boxes show the key values, but do not alow them to be changed. They cannot be
changed because they act asthetitle of a particular instance.

Data Types

The data type of an parameter identifies whether it must be a numerical value, a point code
value, or ageneral alphabetical string. The datatype can either be a Set type or a Range type
which is deduced from the range information in the Range popup menu next to the
parameter’ s value field. Information on sets or ranges can aso be found in the MMI/MML
chapters of this manual. Menus can be viewed by clicking on the Range or Set button with
the LEFT mouse button (see Figure 6-16). These menus list the complete set of allowed
values or the range of values, from minimum to maximum. Val ues can be selected directly
from these menus (see Range Menus).

Values entered in the fields are checked for the data type and the range. Error messages will
indicate any illegal values that need to be corrected. The constraints of each datatype are
described below. Chapter 2 of thismanua contains tables which identify the data types of
all managed object parameters.

I nteger
» Must be an integer value within the range shown; the minimum and maximum values are
valid.

* May includeaK or M suffix (lower or upper case) after the vaue to indicate thousands.
ThisisNOT binary (1024).

Point Code
» Must be three sets of integers with a dash between each set.

» Must be within the range and format required by the protocol verson (ANS or CCITT) and
identified by the Range popup menu.
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Set Type
» Must be chosen from agiven list of numeric or a phanumeric values.
* Displays allowed valuesin the Set popup menu.

* Requiresonly initial charactersto betyped to identify avaue (see Set Menus and Set Type
Values).

String
» May be any set of aphanumeric characters, except the asterisk *. (Seethe Wild Cards
section.)
» Must have a character length within the specified range.

Wild Cards

The specia character, *, representsawild card value. A wild card meansthat ALL existing
values of a particular parameter are selected. It can only be used for KEY -type parameters
chosen in the Keys selection dialog. The* can be used for viewing instances of a Managed
Object asagroup. If thereis one key, then all of them are viewed. If there are several keys,
the instances may be viewed by category.

The* character can be used for any datatype, Integer, Point Code, Set Type, or Sring.
However, the following limitations on wild card usage exist:

* Existing Managed Objects only accept ONE wild card in the key valueslig, if there are
multiple keys. Refer to the specific MMI/MML commands to see which Managed Object
parameter key will accept awild card asavaue.

*» Wild cards can only be used in the View operation. The other operations require full
Specification of auniqueinstance.

* Wild cards can only be used for akey parameter.

Access Types

An access type determines the type of access auser hasto aparameter of amanaged object.
They identify which operations the user is alowed to use on a parameter - view, add, delete,
or modify. lllegal operationswill result in an error message. Chapter 2 of this manual
contains tables which identify the access types of all managed object parameters. The
chapters on MMI/MML commands also identify which parameters are valid for a particular
operation. The four access types are defined as follows:

READ-WRITE
* Parameter is aways displayed.
* Parameter can be modified in Add and Modify dialog boxes.
* Entry of avalue can be optional.

READ-ONLY
* Parameter isaways displayed.
(Usually status information from the Managed Object Server)
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* Parameter cannot be modified.

READ-CREATE
* Parameter is aways displayed.
* Parameter can be defined in Add dialog boxes.
* Parameter cannot be modified in Modify dialog boxes.
* Entry of avaue can be optional.
* Parameter is or behaves like akey parameter but does not have to be one.

WRITE-ONLY
* Parameter can be supplied by the user in Add, Delete, and Modify dia og boxes.
« Entry of avaue can be optiond (default value exists).
* Entry isusualy asetting for an operation. (e.g. arange of ingancesto Add or Delete)

The special WRITE-ONLY parameter type isidentified by a pen symbol on the left side of
the text entry field.
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6.6.3 Managed Object Browser Windows and Operation

6.6.3.1 The Main Window

Figure 6-15 isan example of the Managed Object Browser’s main window. If other MO
Servers, such as ISUP, are running, the associated managed objects will appear.

i [ SHI Muninped iligert Brocenen

Fls ok oo T 1p

Figure 6-15: MOB Main Window

The main window of the MOB contains atree representing the managed objects in your
Signaling Gateway Client environment. The subtree of a managed object node can be shown
by asingle click of the MIDDLE mouse button on the desired node. A displayed subtree can
be hidden by the same action. Subtrees can also be shown or hidden by holding down the
RIGHT mouse button while over the node and sel ecting the Show/Hide choice from the
five-color popup menu that appears.

The main window supports the following actions and inputs:
» Pulldown menus selected with the LEFT mouse button
* Keyboard quick key combinations that perform the menu actions
» Mouse point and click operations on the nodes of the tree

Three menus exist at the top of the Managed Object Browser main window. They are File,
Options, and Help. A menu is accessed by placing the mouse on the menu name and
clicking the LEFT mouse button. The available options will be displayed.

File Menu

The only choiceinthe File menu is Exit. When Exit is selected, all open didog windows
are closed and the program isended. The (K§y combination can also be used.
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Options Menu
The Options menu alows the user to select the mode and to select the display style for the
tree. The combination for the choice is shown beside it. The choices are:

* View - to choose the mode for viewing managed obje¢tS{ [J]

« Modify - to choose the mode for modifying an instance of atfianaged object ( )

* Add - to choose the mode for adding an instance of a managed obj[z":‘rI

« Delete - to choose the mode for deleting an instance of a managed of]

« Refresh Tree - to refresh the managed object tree when the managed object c3hfiguration
has changed (the treeis normally checked and automatically refreshed whilethe programis
running, so using this salection is unnecessary)

*V Tree- to choose averticd display of thetree
* H Tree - to choose a horizontal display of thetree

« Didog Auto Place - to enable an dternate method of positioning new View diadlogs on the
screen (@T)/fEn this option is set (square indicator appears at |eft), View dialogs are
popped up around the edge of the screen, instead of being placed according to your window
manager's default placement.

* Change Title - to set a new title for windoWsT]
Windows already open when the window title is éanged will not display the change but new
windows that appear after the changeis madewill have the new title.

Help Menu

The Help menu provides information about the main window and modes. The choices are:
» Help on AccessM OB - describes the main application window
» Managed Object Tree - describes the mouse actions pertaining to the tree
» KeysDiaog - describes the diadog box for entering key choices
* View Didog - describes the view mode and its dialog box
» Modify Dialog - describes the modify mode and its dialog box
» Add Diaog - describes the add mode and its did og box
* Delete Didlog - describes the delete mode and its dialog box

6.6.3.2 Selecting an Operation Mode

The Managed Object Browser operates in one of four modes, each identified by a specific
color. The modes are View (blue), Modify (yellow), Add (green), and Delete (red). When a
given mode is active, the managed object tree is shown in the associated color. After
selecting amode, an operation isinitiated by asingle click of the LEFT mouse button on the
desired managed object.

The mode is set using the Options menu or a[Key combination. The combinations are
APpr Add, [cipfEM odify, % lete, and foEN[Ev, as shownin
the menu. These key combinations are menu accelerators. See Accessing Menus on
page 6-167.
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One mode can be quickly accessed from another for asingle operation (e.g. to modify a
single managed object while in view mode). To access amode in thisway, the RIGHT
mouse button should be held down while the cursor is over the desired managed object. A
five-color popup menu appears over the node while the button is still held down. The cursor
should be moved to the desired operation and the button released to choose that operation,
similar to amenu. The overall mode does not change after the operation is complete.

I mportant: <CAPSLOCK> cannot be used for the above actions. If <CAPSLOCK> ison
while running the program, the key menu acceleratorswill be disabled. They require
lower case.

Important: <NUM LOCK> cannot be set while the Managed Object Browser isrunning. If
<NUM LOCK> ison, the keyboard will appear to be disabled.

6.6.3.3 Selecting Managed Objects

Once the mode is selected, you must pick the managed object to perform an operation on.
An operationisinitiated by asingle click of the LEFT mouse button on the desired managed
object box in the main window. Remember, if the desired managed object isin a subtree that
is hidden, smply click the MIDDL E mouse button on the node of the managed object, then
select the managed object.

Distributed7 at the top of the tree). These objects only serve as parents for other managed

r Note: Some managed objects in the tree have no associated operations (example
objects. If one of these objectsis selected, an error message popup window will appear.

For Modify and Delete operations, a managed object instance can also be selected from the
managed object’s View dialog list. The view list displaysal instances of a managed object.
This method is described in Sdlecting Other Modes From the View Dialog Box.

After selecting a valid managed object, apopup key selection dialog box similar to Figure
6-16 appears. The dialog box shows the managed object name that was selected and the key
parameter(s) for which avalue must be supplied. Only the key parameters are listed in this
box. Other dialog boxes will show the key values, but do not allow them to be changed. In
thisdialog box, space is available next to each key parameter name to enter the key value. If
more than one key parameter appearsin thelist, all must be specified in order to uniquely
identify the single instance. Entering datain adialog box is covered in Section 6.6.2.4 on
page 6-168.

The Range or Set menu on the right side of each key field contains the possible values that
can be entered. Thefield’smenu is viewed by clicking on the button with the LEFT mouse
button. The field's value should be a new value when in Add mode, or a known value when
in View, Delete, or Modify modes. Normally, only one instance may be added, modified, or
deleted at atime.

The managed object instance is chosen by clicking on the Apply button of the dialog box.
When this dialog box closes, an operation dialog box appears containing information for the
chosen managed object instance.
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The sdlection can be ended by clicking on the Cancel button.

K ey Parameter Name Name of Selected
[ Managed Object

I'nll o~

SP0 Managed Object Browse

User Input

Figure 6-16: Key Selection Dialog Box

For the view operation, managed object instances can be viewed al at once instead of
individually through the key dialog box. By double clicking the LEFT mouse button or
pressing [@nq clicking a mouse button on the desired managed object class, the keys
dialog box will be bypassed and awindow will appear showing ALL existing instances of a
managed object. This viewing operation can be invoked at any time, even with akey dialog
box open.

I mportant: Only one Modify, one Add, and one Delete dialog box can be open at one time,
but an unlimited number of View dialogs can be open simultaneoudly.
While a Key dialog box remains open, no other dialogs can be opened except View dialogs
for ALL instances.

6.6.3.4 Operation Dialog Boxes

The following sections show the four types of dialog boxes that exist. Each type of dialog
box will have unique action buttons. During use, the contents of the dialog boxes will differ
based on the managed object that was selected. However, the functions remain the same.

Each dialog box type shows the color code associated with the operation at the top of the
box, to the left of the operation name. The managed object class isidentified to the right of
the operation name.

Specific characteristics of each dialog box are described following each figure.
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Add Dialog Box

Figure 6-17 showsasample Add Dialog Box for the managed object, RTSET. The box will
be similar for any managed object. The list of parameters and which ones cannot be changed
will be unique to each managed object.

Managed Object Name

Operation
Mode

Figure 6-17: Add Dialog Box

When the Add Diaog Box first appears, the key parameter values and any defined default
values are shown. Default values can be accepted or changed. Some empty fields require an
entry, while others do not. The chapterson MMI/MML commands will identify those
parameters that have default values or are optional.

Key field values can be changed. If adifferent key valueis desired, select the field using the
mouse, thqrkgy, or {sitherfadjt the value. Any parameters shown in grey (e.g.
CONG inFigure 6-17 ) cannot be set by the user.

The Apply button completes the Add operation to create an instance of the managed object.
The Cancel button exits from the Add operation without making any changes. The Reset
button clears the entriesin all fields and resets the key fieldsto their original values.

To add amanaged object instance:

1. Select the Add operation mode in the main window. Either select Add from the
Options menu or pesH{x]
2. Click the LEFT mouse button once on the managed object in the main window.
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3. Enter valuesfor all fieldsin the key selection dialog box that pops up. (Figure 6-16
on page 6-176)

4. Enter the values for all required and desired fields in the Add operation dialog box.

5. Click the Apply button.

Modify Dialog Box

Figure 6-18 shows asample Modify Dialog Box for the managed object, LSET. The box
will be similar for any managed object. Thelist of parameters and which ones cannot be
changed will be unique to each managed object.

Figure 6-18: Modify Dialog Box

When the Modify Dialog Box appears, the current parameter settings are displayed in the
fields. Any parameters shown in grey cannot be changed by the user. The chapters on MMI/
MML commands describe the parameter fields and the valid settings.

The Apply button completes the Modify operation. The Cancel button exits from the Modify
operation without making any changes. The Reset button setsall entriesin the fields back to
their original settings before any changes were made.

To modify a managed object instance:
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1. Select the Modify operation mode in the main window. Either select M odify from the
Options menu or p(ESH()

2. Click the LEFT mouse button once on the managed object in the main window.

3. Identify the instance through the key selection dialog box that pops up. (Figure 6-16
on page 6-176)

4. Enter the values to be modified in the Modify operation dialog box.

5. Click the Apply button.

Delete Dialog Box

Figure 6-19 shows asample Delete Dialog Box for the managed object, LSET. The box will
be similar for any managed object. Thelist of parameters will be unique to each managed
object.

Figure 6-19: Delete Dialog Box

When the Delete Dialog Box appears, al parameter settings are displayed, but shownin
grey. However, if WRITE-ONLY parameters exist, a vaue can be entered (e.g. arangeto be

deleted).
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The only action to take isto select the Apply button to delete the instance of the managed
object, or to select the Cancel button to exit from the Delete operation without deleting the
instance.

To delete amanaged object instance:

1. Select the Delete operati q@@in the main window. Either select Delete from the
Options menu or p

2. Click the LEFT mouse button once on the managed object in the main window.

3. ldentify the instance through the key selection dialog box that pops up. (Figure 6-16
on page 6-176)

4. Enter any values that are writable in the Delete operation box (e.g. range to be
deleted)

5. Click the Apply button.

View Dialog Box

The view operation can be performed for a single instance of a managed object or for all
instances of a managed object.

Toview asingleinstance:
1. Select the View operati or‘@En the main window. Either select View from the
Options menu or pi
2. Click the LEFT mouse button once on the managed object in the main window.
3. ldentify the instance through the key selection dialog box that pops up. (Figure 6-16
on page 6-176)
A window will appear showing the parameters of the single instance.
Toview dl instances:
1. Select the View operati or‘@d@n the main window. Either select View from the
Options menu or press . !

Shift
2. Double click the LEFT mouse button or press % click Wmmgﬁ@mmd
on the desired managed object in the main window. The
down until the mouse button is released.

A window will appear showing ALL existing instances of a managed object. Thisviewing
operation can be invoked at any time, even with akey dialog box open.

Whenin peration modes, aView dialog with all instances can be opened by holding
down the while clicking the RIGHT mouse button and then selecting the View
operation from the menu that appears.
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Figure 6-20 showsasample View Dialog Box for the managed object, LSET. The box will
be similar for any managed object, but the output will differ.

s SP0 Managed Object Browser

Ii—

Figure 6-20: View Dialog Box

The View Diaog Box can display one or multiple instances of a managed object. No
information can be changed on this window.

A refresn of the screen occurs at a predetermined time interval to retrieve any changesin
current information from the Managed Object Server. The Refresh button can aso be
selected by amouse click to force arefresh.

The window will stay open until the Close button is selected. The window may stay open
while other dialog boxes are being used.

Note: View Dialog Boxes are positioned on the screen according to the Dialog Auto Place
option in the Options menu (Options Menu on page 6-174). When the option is set on (the
default), View Dialog boxes will be popped up around the edge of your screenin atiled,
non-overlapping manner, for convenience of viewing. When set off, the dialog boxes will be
placed according to your window manager's current default placement.

Selecting Other Modes From the View Dialog Box

The View Didog Box allows other didog boxes to be called up for a selected instance in the
box. Selecting a displayed instance from a View Dialog Box will create a new dialog box
for that individua instance in the current operation mode of the main tree (View, Modify,
Add, or Delete). This selection action isalowed in any View Dialog Box, whether thereis
one instance displayed or alist of instances. For example, an instance could be selected for
modification from aview-all list, without having to enter its key values.
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To create anew dialog box in the current mode from aview box, click on any instance in the
dialog display areato select it. Then, click on it again to create anew dialog. A double click
combines these two actions.

To create adialog in any chosen mode, press on the instance with the RIGHT mouse button
but do not release it. A popup menu will appear. Use the cursor to choose View, Modify,
Add, or Delete. When the mouse button is released, adialog box in that mode for the
selected instance will appear.

Thefolloa,
Y4

Th |5 B M the action buttons and the di spolay
*The

.T;eatﬁlmi ’ and keys are used to move through the list to select an

inst
*Th

or =] key createsthe new didog for the currently highlighted instance.
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6.6.4 Error Messages

Error messages are issued either by the Managed Object Browser or by the Managed Object
Servers. The Managed Object Browser performs syntactic and range checks on the entered
values and produces error messages when problems occur.

If no syntax or range errors occur at the MOB level, the information is sent to the Managed
Object Server. If the operation could not be performed, an error message will be returned
indicating afailure and the reason for the failure.

Managed Object Browser Error Messages

Cannot attach to gpmd environment
SPM connection error

Either the signaling point software or the APM daemon is not running.
Start the software before executing AccessMOB.

Inapplicable operation: <operation>
The selected operation, ADD, MODIFY, or DELETE, is not permitted or not
meaningful for this Managed Object.

Privileged operation: <operation>
The selected operation, VIEW, ADD, MODIFY, or DELETE, is not permitted

for this user on this Managed Object. The operation is protected and can
be performed only by a user on the Managed Object's access control list.

No operations defined for <M O-name>

The node that was selected on the managed object tree does not correspond
to a managed object that can be viewed, created, or modified by the user.

<MO-name> Managed Object Server not available

The daemon process responsible for <MO-name> is not running (upmd, snmd,
scmd, or isupd). The required daemon should be started.

<MO-name> Managed Object Server communication timeout

Communication failed between the Managed Object Browser and the daemon
process responsible for <MO-name>. To resolve, the operation can be
retried, the MOB can be restarted with AccessMOB, or network/system
problems can be investigated.

<MO-name> has no instances - Press OK to close View dialog

A view dialog box became invalid when an automatic refresh (or forced
refresh) occurred. The box becomes invalid when instances of a managed
object no longer exist; for example, all instances of a Managed Object
may have been deleted since the box was last updated. The dialog box will
be closed once OK is selected.

Managed Objects changed - Press OK to closeinvalid dialogs

One or more dialog boxes became invalid when an automatic (or forced)
refresh of the managed object tree occurred. This means that the tree has
changed and managed objects that were being accessed are no longer
available. The affected dialog boxes will be closed once OK is selected,
but other dialog boxes will remain open.
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Instance aready exists

An ADD operation was attempted using one or more key parameters that
match an existing instance.

<operation>: Wildcard not allowed

A wildcard is only permitted for the VIEW operation. For ADD, MODIFY, or
DELETE, a specific instance must be chosen by supplying all key values.

Wildcard not alowed for: <parameter-name>

The named parameter does not accept a wildcard value. Only certain keys
accept a wildcard, which is a characteristic defined for the specific
Managed Object.

Value out of range: <value>

The value that was entered is not within the specified range. The Range
popup menu and the MML chapter identify the valid range of values.

Integer required for: <parameter-name>

The value entered for the named parameter is not a valid integer or an
integer suffixed with K or M.

Point code out of range or incorrect format: <value>

The value entered is not a valid point code for the protocol standard
(ANSI or CCITT) being used. The Range popup menu shows the correct format
and valid minimum and maximum values.

Ambiguous set choice: <value>

Not avalid set choice: <vaue>

The value must be chosen from the given list of values. Type the last or
remaining characters required to uniquely identify the value, or select
the item directly from the Set popup menu.

String length out of range: <value>
The string value that was entered is too short or too long. The Range
popup menu identifies the valid string length.

No new values were entered

Values were not changed since the last time Apply was selected, or a null
MODIFY operation is being attempted. The Cancel button should be used to
exit.

Could not open helpfile

The applicable .info file is not available in the access/help directory,
or does not have the correct permissions. Check the directory.

Managed Object Server Error Messages
Messages from the Managed Object Server are presented in one of the following forms,

depending on the requested operation. The message that is displayed is specific to the actua
error and is self-explanatory.

GET VALUES: <message>
MODIFY: <message>
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ADD: <message>
DELETE: <message>

Related Information
* Section 9.7.15, AccessStatus on page 9-473
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aaer - MML COommands

7.1 ChapterOverview

This chapter has detailed information about usng MML commands to configure
Signaing Gateway Client as outlined in Chapter 6: Operations, Administration, and
Maintenance.

There are two basic types of commands used: MML commands and shell commands. All
MML commands are entered at the v #> prompt, where # isthe signaling point number.
The shell commands are entered at the UNIX command prompt. Some shell commands and
common UNIX commands are presented in Chapter 9: User Commands.

7.1.1 MML Commands

Usethe mml -a# (where # is the signaling point number) utility command to start the MML
interface from which the operator can enter the commands to configure, administer and
maintain the system.

The MML commands are grouped as the following managed objects:

» System Managed Objects configure and maintain the SS7 User Parts of the system.

- The operator uses these functions to configure SCCP, ISUP and cluster LANS.

- Table 7-2, Table 7-3 and Table 7-4 list all the SCCP, |SUP and system managed
objects, parameter names, default Values, units, value ranges, and operation
commands.

» Signaling Gateway Client Managed Objects configure, maintain and monitor the
Signaing Gateway Client, including its network appearance for both SS7 user partsand
M3UA.

- Table 7-5 lists all managed objects, parameter names, default values, units, value
ranges, and operation commands.

Usethe HEL P command to view online information about specific MML commands.

7.1.2 Managed Objects

A managed object represents data with a set of parameters and command operations. The
SS7 User Parts have their own managed objects.
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7.1.3 MML Network Element Labels

The MML command labels for network el ements are defined as follows:
* Thevduefor SG, ASP and ASID isanumber lessthan 119.

* Hosthame: Thisisa15-character label that can include any number of alphanumeric
characters, numbers and hyphens.

* Point Codes (DPC, OPC and SPC): Signaling point code are 11-character labdls, formatted
as three numbers separated by hyphens (xxx-yyy-zzz), where the numbers represent the
following | Dsbased on the sandard:

ANSI xxx isthe Network ID
yyy isthe Clugter ID
zzzistheMember ID

ITU xxx isthe Zone ID

yyy istheArealD
zzzistheSPID
ANSI and 24-bit ITU:
Fields Network/Zone Cluster/Area Member/SP
Format 8 hits 8 hits 8 hits
Value Range a-255 @-255 @-255
16-bit ITU:
Fields Zone Area SP
Format 5 hits 4 hits 7 bits
Value Range g-31 @-15 a-127
14-bit ITU:
Fields Zone Area SP
Format 3 hits 8 hits 3 hits
Value Range a-7 @-255 a-7

d Note: Leading zeros (&) are not necessary.
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7.1.4 Syntax Rules for the Command Line

Thefollowing rules apply to the format of command line entries:
1. Decimal values must be typed directly and should only be digits.
2. Hexadecimal values must begin with H'.
3. Octal values must begin with O'.
4. Parameter names can only have a phanumeric characters.

5. Commands have the form: <Oper ation>-<M anaged Object>. However, commands
such as HEL P do not have a managed object component.

7.1.5 String-Constant Data Entry Method

The data entry of a string constant variableis dlightly different than other data entry. Since
some of the constant strings are long, a utility is introduced which allows shortened versions
of the constants. Users can ssmply type the first characters that uniquely identify that
constant string instead of typing the whole string. For example, it is possibleto type DT for
DTE, N for NATIONAL, or A for ALINK. Note that the abbreviated part cannot be
ambiguous.

MODIFY-SP.NI=INT; (VALID)
MODIFY-SP:NI=I; (VALID)
MODIFY-MTP.SLTC=0; (INVALID)
MODIFY-MTP.SLTC=0F; (VALID)
MODIFY-MTP.SLTC=ON; (VALID)

7.1.6 Case Sensitivity

MML isNOT case senditive with respect to command and parameter names. However, the
values entered for a parameter may be case-sensitive. The following figure illustrates the
rules of case-sensitivity in MML commands.

Parameter Name

s

-~
ADD-LSET:LSET= ls],*DPC 1-

2-3,loaded=2, ACTIVE=2, type=ALINK, ABBIT=A;
PR YP i
Command Name VaTie Predefined Vd ue

Figure 7-1: Case Sensitivity in MML Commands

*The command name and parameter names can betyped in EI THER upper or lower case.

*The values ARE case sensitive.
For example, ADD-LSET: LSET=1s1... and ADD-LSET : LSET-1.S1... Cregte two Separate and
uniquelink setscdled, Is1 and LSL1.

* Predefined valueslisted for an parameter, such as ALINK, must be typed in the same case
asther definitions. For example, Signding Gateway Client’s SS7 user part-reated, predefined
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vauesarelower case, and Signding Gateway Client’sM3UA, predefined values are upper
cae.

* All commands, except the add command, have both a short and long format. For example,
you may enter either DEL-NA Of DELETE-NA, DIS-NA Of DISPLAY-NA and MOD-Na Of
MODIFY-NA.

7.1.7 Command Syntax

The following explains how the syntax for each command is documented in this manual:

*The COMMANDS section lists the commands that can be used with each managed object:
ADD, MODIFY, DELETE and/or DISPLAY .

» Each command is followed by the command syntax:
- The command and parameters arein UPPER CASE, BOLD I TALICS typeface.
- The values for a parameter are the word as the parameter, but are lower case,

regular typeface.
- These lower case values are listed in the PARAMETERS section with a
description of what the parameter does, and what can be entered as the value.

- Optional parameters are in square brackets, [], and are listed after the required
parameters.

- The order in which the parameters are enter does not matter. However, the required
parameters are shown before the optional parametersin the COMMAND section.

Thefollowing is an example of the command syntax for the ASP command:
MODI FY-ASP: ASPI D=aspid[,SGM ODE=sgmode][,OPERSTATE=0perdate];

Any read-only parameters that appear in the output of the DISPLAY command are NOT
listed in the PARAMETERS section, but are in atable after the SAMPLE OUTPUT. The
following is the table that appears after the SCCP SAMPLE OUTPUT:

Table 7-1: SCCP DISPLAY VALUES

SPNP

Signaling Point number that is an integer from @to 7.
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7.1.8 Output Messages

MML prints"<SUCCESS>" when acommand runs successfully. It prints" -

mml error: error message."if acommand fails. MML performs syntactic and
range checks on MML commands. MML displays an appropriate error messageif a
command is syntactically wrong or parameters have an out-of-range value. The following
are some of the common error messages.

1. - mml error: no such managed object

1. - mml error: no such operation for this MO

2. - mml error: inconsistent PDU size

3. - mml error: MO instance already provisioned
4. - mml error: MO instance not provisioned

5. - mml error: parameter out of range

6. - mml error: mandatory parameter missing

7. - mml error: no such parameter for thisMO
8. - mml error: no space in database to add MO instance
9. - mml error: internal error

10. - mml error: licensed limit reached
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Table 7-2: SCCP Configuration Managed Objects
. Parameter . Command
Option Name Value Unit Range Operation
CPC SPC - - for CCITT Zong/ ADD
(Concerned Point networks: Network/ DELETE
Code Managed D DISPLAY
Object - see Section (383
7.2.1 on page 7-204) format)
for ANS| Network/
networks: Cluster/
Member
888
format)
for Japanese &47
networks: format)
SSN - numeric 2t0 255
CPC - - for CCITT Zone/
networks: Network/
D
(383
format)
for ANS| Network/
networks: Cluster/
Member
688
format)
for Japanese 547
networks: format)
for entire list:}*
GT GT - bits 8 ADD
(Globa Title GTIE i _ 1t015 DELETE
Managed Object - DISPLAY
seeSection7.220n | TRTYPE - - 10255
page 7-206) NUMPLAN 1 - -
NATOFADDR (replaces - -
TRTYPEfidd
when GTIE=1or
4y4
ADDRINFO - each digit=1 character string
byte
LOADSHARE ON - character string
OFF
Note: The default values areinitalics.
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Table 7-2: SCCP Configuration Managed Objects (Continued)

. Parameter . Command
Option Name Value Unit Range Operation
GTENTRY 10 INCOMING - - ADD
(Globa Title Entry OUTGOING DELETE
Managed Object - GT _ _ 110 131072 DISPLAY
see Section 7.2.3 on
page 7-208) ENTRYTYPE PRIMARY - -
SECONDARY
XLATE ID - Alpha 1to 12 characters
Numeric
characters
SPC - - for CCITT Zone/
networks: Network/
FD
(383
format)
for ANS| Network/
networks: Cluster/
Member
(888
format)
for Japanese 547
networks: format)
SSN - - 210255
NEWGT - numeric 1to4
WILDCARD YES - -
NO

Note: The default values arein italics.
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Table 7-2: SCCP Configuration Managed Objects (Continued)
. Parameter . Command
Option Name Value Unit Range Operation
MATE SPC - - for CCITT Zone/ ADD
(Mate Managed networks: Network/ DELETE
Object - see Section D DISPLAY
7.2.4 on page 7-210) 383
format)
for ANS| Network/
networks: Cluster/
Member
888
format)
for Japanese 547
networks: format)
SSN - - 210255
MSPC - - for CCITT Zong/
networks: Network/
$HD
(383
format)
for ANS| Network/
networks: Cluster/
Membe
(888
format)
for Japanese 547
networks: format)
MSSN - - 2t0 255
SCCP PROTOCOL DEFAULT - - DISPLAY
(SCCP Managed ANS_92 MODIFY
Object - see Section ANS_9%
7.2.5 on page 7-212) ITU 93
ITU_97
VARIANT NONE - -
ATT
APLUS
SNET
PCIND YES - -
NO
T_CONN_EST - dedimdl -
T_IAS - (in )
milliseconds)
T_IAR - -
T REL - -
T_GUARD - -
T RESET - -
T_SEGMENT - -

Note: The default values arein italics.
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Table 7-2: SCCP Configuration Managed Objects (Continued)

. Parameter . Command
Option Name Value Unit Range Operation
SNSP SPC - - for CCITT Zone/ ADD
(SCCP Signdling networks: Network/ DELETE
Point Managed FD DISPLAY
Object - see Section (383
7.2.6 on page 7-214) format)
for ANS Network/
networks: Cluster/
Member
888
format)
for Japanese &47
networks: format)
SUBSYS SPC - - for CCITT Zone/ ADD
(Subsystem networks: Network/ DELETE
(Managed Object - FD DISPLAY
see Section 7.2.7 on (383
page 7-216) format)
for ANS Network/
networks: Cluster/
Member
888
format)
for Japanese B4
networks: format)
SSN - numeric 210255
LOCALSUBSYS - - - - DISPLAY
(Local Subsystem
Managed Object -
see Section 7.2.8 on
page 7-218)
CONNECTION ID - - 1016383 DISPLAY
(Connection or
Managed Object - * for al
see Section 7.2.9 on
page 7-219)
Note: The default values areiniitalics.
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Table 7-3: ISUP Configuraton Managed Objects

Option Pa{\laarlrrlneéer Value Unit Range 8822?8 r(1j
ISUPCCT PCNO - - - ADD
(ISUP Circuits GRPID - integer @10 3239 DELETE
Managed Object - DISFLAY
see Section 7.3.1 MODIFY
on page 7-220)

CCTNUM - integer @ to max # defined for this
node
RANGE values specified in - -
ccTNum?
OPERSTATE BLO - -
GRS
HCGB
HCGU
MCGB
MCGU
RC
UBL
STOP
ISUPCGRP PCNO - - - ADD
(ISUP Circuit GRPID - integer @ to 32139 DELETE
Group Managed DISALAY
Object - see MODIFY
Section 7.3.2 0n
page 7-224) CCTNUM - integer @ to max cct # defined for this
node
TRNKGRPID - integer @ to 8191
SCGA ON - -
OFF

Note: The default values areinitdics.
1 Explicit valueis required for group operation states, i.e., GRS, HCGB, HCGU, MCGB, and MCGU.

2 The DPC parameter in the ADD command assigns adpc to a point code number; the DPC parameter in the MODIFY
command assigns a new dpc to that point code number.
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Table 7-3: ISUP Configuraton Managed Objects (Continued)

Option

Parameter
Name

Value

Unit

Range

Command
Operation

ISUPNODE

PCNO

Integer

@D to 2047

ADD

(ISUP Signaling
Node Managed
Object - see

DPC?

Section 7.3.30n
page 7-227)

for Zone
CCITT: Network-SPID

DELETE
DISFLAY
MODIFY

for ANSI: Network-Cluster-
Member

ANMOFF

ON
OFF

ACMOFF

ON
OFF

CRGOFF

ON
OFF

CICCONTROL

(0D D]
EVEN

ALL
NONE
DEFAULT

LOCATION

For ITU:
e OCUSER

o PUBNETLO-
CUSER

o PRVNETREM-
USER

o PRVNETLO-
CUSER

o TRANSNET
PUBNETREM-
USER

o | OCINTER

o INTERNATNET
BEYINTWORK-
PNT

For Spain:

e | OCUER

o PUBNETLO-
CUSER

o PRVNETREM-
USER

e PRVNETLO-
CUSER

o TRANSNET
PUBNETREM-
USER

o | OCINTER

o INTERNATNET
BEYINTWORK-

Charecter

Copyright ¥ Newh

Net Communicatid

n @@Enologies
o PCKHNDNAT

For ANSI:
o LOCUER
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Table 7-3: ISUP Configuraton Managed Objects (Continued)

Option

Parameter
Name

Value

Unit

Range

Command
Operation

ISUP
(1Isup
Configuration

on page 7-230)

Managed Object -
see Section 7.3.4

CFGNAME

CR<spit>

VARIANT

For ANSI:

GENERIC, ANS 92,
ANSI9%6, BELL, DSC,
MCI

For ITU:

GENERIC, AUSTRA-
LIA, BELGIUM,
CHILE, CHI24,
CZECH, ETSI97,
FINLAND, FRANCE,
GERMANY, HONG
KONG, ITALY,
ITU92, ITU97, MEX-
ICO,
NEW_ZEALAND,
NORWAY, PHILIP-
PINES, Q767, RUS-
SIA, SINGAPORE,
SPAIN, SWEDEN,
SWEDENVI, SWIT-
ZERLAND, THAI-
LAND, TURKEY,
UAE, UNIPAC

IC

aphanumer

MNTCIND

ON
OFF
GRPINDON

CONGES

ON
OFF

RECMODE

RESCALL
RELCALL

AUTORESP

ON
OFF

character

EXCHODC

UPMIND
(validfor ITU
only)

ON
OFF

ON
OFF

character

character

MODIFY
DISPLAY

ISUPTMR
(ISUP Timer

on page 7-233)

Managed Object -
see Section 7.3.

TIMERID

S

millisecond

1lton

VALUE
5

S

millisecond

10 msec to 25 hours

DISFLAY
MODIFY

Note:The default valuesareinitdics.

1 Explicit valueis required for group operation states, i.e., GRS, HCGB, HCGU, MCGB, and MCGU.

2 The DPC parameter in the ADD command assignsadpc to a point code number; the DPC parameter in the MODIFY

command assigns a new dpc to that point code number.
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Table 7-4: System Configuration Managed Objects

12 . 2 Command
Name Parameter Name Value Unit Range Operation
OST OSTNAME - |aphanumeric fingol 1- 15 ADD
Host Managed Object - characters Al phanumeric MODIEY
see Section 7.4.10n Characters DELETE
bage 7-237) RMTHOST - al phanumeric String of 1- 15
characters Al phanumeric DISPLAY
Characters
ALIAS - al phanumeric String of 1- 15
characters Al phanumeric
Characters
RMTHOSTTYP AMGR characters
OTHER
CONF ON - on characters
OFF - off
NTWK HOSTNAME - al phanumeric String of 1- 15 MODIFY
Network Managed characters pAlphanumeric DISPLAY
Object- see Section Characters
7.4.2 on page 7-239) MODE STNDLN characters
DSTRBTD
CLOCKSYNC ON - on characters
OFF - off
FREQUENCY J - sand done milliseconds 60 - 100DD (for
100D - distributed i stributed mode)
DUALHOST - al phanumeric String of 1- 15
characters Al phanumeric
characters
NETMASK1 1{OBBBBDClass A - 32-bit mask in hex
3ffPPEBClass B format used to
extract primary
NETMASK?2 TIODDDDDClass A - 32-bit mask in hex
S HOBODClass B format used to
pextract secondary
1fffffdIClass C hetwork ID

1 Note: When applicable, default values are shown in italics. Values that ARE NOT case sensitive appear in both upper
and lower case.

2 Note: Decimal numbers are typed without a prefix, octal numbers are preceded by O', hexadecimal numbers are pre-
ceded by H'.
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Table 7-5: Signaling Gateway Client Configuration Managed Objects

Comman
Name Parameter Name Vvaluel? Unit Range®
Operation
SGCAS ASD - aphanumeric String of 1- 15 ADD
(Application Server alphanumeric MODIFY
Managed Object - see characters DELETE
Section7.5.10npage o _ integer 3-7 DISPLAY
7-241
RKID - aphanumeric String of 1- 15
characters aphanumeric
characters
RCID - integer O - OXTFffffff
MODE OVERRIDE aphanumeric -
LOADSHARE characters
SGCASP ASPID - aphanumeric String of 1- 15 MODIFY
(Application Server characters alphanumeric DISPLAY
Process Managed characters
Object - see Section IP1 - aphanumeric String of 1to 15
7.5.2 on page 7-243 characters charactersin dot
notation format®
IP2 - aphanumeric String of 1to 15
characters charactersin dot
notation format®
HOSTNAME - aphanumeric String of 1to0 128
characters characters
SCTPPORT 2905 integer 100D - 99999
SGREDMODE OVERRIDE aphanumeric -
LOADSHARE characters
NWASPID OXTFffffff integer (B Gl
SGCASTFC ASD - aphanumeric String of 1- 15 ADD
(AS-ASP Traffic aphanumeric MODIFY
Control Managed characters DELETE
Obyect - See Section SGPID - aphanumeric String of 1to 15 DISLAY
7.5.3 on page 7-245) characters characters
ASPID - aphanumeric Stringof 1- 15
characters alphanumeric
characters
OPERST ACT aphanumeric -
INACT characters

1 Note: When applicable, default values are shown in italics. Vaues that ARE NOT case sensitive appear in both upper
and lower case.
2 Note: Decima humbers are typed without a prefix, octal numbers are preceded by O', hexadecima numbers are pre-
ceded by H'.
3Note: An Internet addressin dot notation has one to four numbers, and this must be in decimal format. It represents a

32 bit address, where each leading number is eight bits of the address (high byte first) and the last number isthe
rest. Thefollowing is an example of the decimal format: 146.169.22.42.
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Table 7-5: Signaling Gateway Client Configuration Managed Objects (Continued)

Comman
Name Parameter Name valuel? Unit Range2 d
Operation
SGCDRC SGID - alphanumeric Stringof 1-15 ADD
(Dedtination Point characters aphanumeric MODIFY
Code Managed Object characters DELETE
- S6e Sedtion 7.5.4.on DPC - aphanumeric Strringof 1-11 DISFLAY
page 7-247) characters aphanumeric
charactersin
ZonelD-Aredl D-
SPID format
NAID - integer d - OXTfffffff
ASPID - alphanumeric Stringof 1- 15
characters aphanumeric
SGCRK RKID - alphanumeric Stringof 1-15 ADD
(Routing Key characters aphanumeric MODIFY
Managed Object - see characters DELETE
Section 7.5.5 on page TYPE DPC characters N DISPLAY
7-249) DPC OPC
DPC_OPC_CIC
DPC_SIO
DPC_OPC_SIO
DPC _CIC_SIO
DPC_SSN
DPC - alphanumeric Format: x-y-z,
characters based on the
PCSIZE parameter
of theNA MO.
(see page 7-188
for more
information about
the point code
format.)

1 Note: When applicable, default values are shown initalics. Vaues that ARE NOT case sensitive appear in both upper
and lower case.
2 Note: Decimal numbers are typed without a prefix, octal numbers are preceded by O', hexadecima numbers are pre-
ceded by H'.
3Note: An Internet addressin dot notation has one to four numbers, and this must be in decimal format. It represents a

32 bit address, where each leading number is eight bits of the address (high byte first) and the last number isthe
rest. The following is an example of the decimal format: 146.169.22.42.
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Table 7-5: Signaling Gateway Client Configuration Managed Objects (Continued)

Comman
Name Parameter Name Valuel? Unit Range? d
Operation
SGCRKRNG RKID - aphanumeric String of 1- 15 ADD
(Routing Key Range characters alphanumeric DELETE
Managed Object - see characters DISPLAY
Section 7.5.6 on page 3 SCCP characters _
7-251) ISUP
TUP
OPC - aphanumeric Format: x-y-z,
characters based on the
PCSZE parameter
of the NA MO.
(see page 7-188
for more
information about
the point code
format.)
CICMIN - aphanumeric 0-65535
characters
CICMAX - aphanumeric 0-65535
characters
SSN - integer 2-255
SGCSG SGID - aphanumeric String of 1to 15 ADD
(Signaing Gateway characters characters MODIFY
Managed Object - see - "y opE OVERRIDE characters - DELETE
Section 7.5.7 on page LOADSHARE DISPLAY
7-253

1 Note: When applicable, default values are shown in italics. Vaues that ARE NOT case sensitive appear in both upper
and lower case.

2 Note: Decima numbers are typed without a prefix, octal numbers are preceded by O', hexadecima numbers are pre-
ceded by H'.
3Note: An Internet addressin dot notation has one to four numbers, and this must be in decimal format. It represents a

32 hit address, where each leading number is eight hits of the address (high byte first) and the last number isthe
rest. Thefollowing is an example of the decimal format: 146.169.22.42.
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Table 7-5: Signaling Gateway Client Configuration Managed Objects (Continued)

Comman
Name Parameter Name valuel? Unit Range2 d
Operation
GCGP SGPID - alphanumeric String of 1t0 15 ADD
(Signaling Gateway characters characters MODIFY
Process Managed SGID - alphanumeric String of 1to 15 DELETE
Object - see Section characters characters DISPLAY
7.5.8 on page 7-255 - -
IP1 - alphanumeric String of 1t0 15
characters charactersin dot
notation format®
1P2 - alphanumeric String of 1to 15
characters charactersin dot
notation format®
HOSTNAME - alphanumeric String of 1to 128
characters characters
SCTPPORT 2005 integer @ - 32768
OPERST DISCONN characters -
CONN
uP
DOWN
ASPID - alphanumeric Stringof 1t0 15
characters characters
SGCSANA SPID - integer a-7 ADD
(NAtoSPMapping  'yaD - integer @ - Ot MODIFY
Managed Object - see - DELETE
Section 759 onpage | OPERST ACT alphanumeric - DISPLAY
7-258) INACT characters

1 Note: When applicable, default values are shown initalics. Vauesthat ARE NOT case sensitive appear in both upper
and lower case.

2 Note: Decimal numbers are typed without a prefix, octal numbers are preceded by O', hexadecima numbers are pre-
ceded by H'.

3Note: An Internet addressin dot notation has one to four numbers, and this must be in decimal format. It represents a
32 bit address, where each leading number is eight bits of the address (high byte first) and the last number isthe
rest. The following is an example of the decimal format: 146.169.22.42.
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7.2 SCCPMMLCommands
7.2.1 Concerned Point Code (CPC)

NAME
Cm . . - -
Adds, deletes, or displays a Concerned Point Code, or information about
a Concerned Point Code.
COMMANDS
ADD _
Adds a new Concerned Point Code (CPC) to the subsystem of a
Signaling Point Code (SPC) defined in the SCCP network database. The
SP and the subsystem must already exist.
ADD-CPC: SPC=spc,SSN=ssn,CPC=cpc;
DELETE e e
Déeletes the CPC from the Subsystem of the SPC defined in the SCCP
network database.
DELETE-CPC: SPC=spc,SSN=ssn,CPC=cpc;
DISPLAY _ e _ he
Displays the CPC for the subsystems defined for the SPC from the SCCP
network database.
DI SPLAY-CPC: SPC=spc,SSN=ssn,CPC=cpc;
PARAMETERS
S LY N . :
Signaling point code entered as one of the following:
* Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3
* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30
* 5-4-7 bit format for Japanese networks
<N Example: 31-25-127
oc A subsyster number with arange of 2 to 255.

Concerned point code entered as one of the following:

 Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3

* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30

* 5-4-7 bit format for Japanese networks
Example: 31-25-127

* Asterisk (*) for the entire list
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ERRORS

<ERROR>::
<ERROR>::

<ERROR>:

<ERROR>:
<ERROR>::
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>::
<ERROR>::

<ERROR>:

EXAMPLES

ANS:

CCITT:

ANSI:

CCITT:

ANS:

CCITT:

Both:

Missing SPC parameter.
Missing SSN parameter.

: Missing CPC parameter.
: Wildcard cannot be used with this command.

Sp not defined in scep network.

: subsystem not defined for sp.
> §p cannot be concerned for itself.
: ¢pc not defined in sccp network.

subsystemn has a mate at cpc.
cpc already defined for subsystem.

: ¢pc not defined for subsystem.

ADD-CPC: SPC=0-23-255,SSN=4,CPC=224-245-123;
ADD-CPC: SPC=3-125-6,SSN=4,CPC=1-2-3;
DELETE-CPC: SPC=0-23-255,SSN=4,CPC=224-245-123,
DELETE-CPC: SPC=3-125-6,SSN=4,CPC=1-2-3;
DISPLAY-CPC: SPC=0-23-255,SSN=4,CPC=224-245-123;
DISPLAY-CPC: SPC=3-125-6,SSN=4,CPC=1-2-3;
DISPLAY-CPC: SPC=3-125-6,SSN=4,CPC=*;

DI SPLAY-CPC: SPC=0-23-255,SSN=4,CPC=*;

SAMPLE OUTPUT

254
<SUCCESS>: :

1-1-1

2-2-2

1 records found.
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7.2.2 Global Title (GT)

NAME

Gr Adds, Deletes, Modifies or Displays a Global Title in the SCCP database.
COMMANDS

ADD Provisionsaglobal title into the SCCP database.

ADD-GT:GT=gt,GTIE=gtie, TRTYPE=trtype [, NUMPLAN=numplan,
NATOFADDR=natofaddrr,L OADSHARE=loadshare],
ADDRINFO=addrinfo;

DELETE Deletes or removes one or more global titles from the SCCP database.

DELETE-GT: GT=gt,GT|E=gtie, TRTYPE=trtype,
[NATOFADDR=natofaddr, NUMPLAN=numplan] ADDRINFO=
addrinfo;

MODIFY Modifiesthe LOADSHARE parameter of GT.

MODIFY-GT: GT=gt,LOADSHARE=|oadshare;

DISPLAY Displays one or more global titles in the SCCP database.

DISPLAY-GT:GT=gt,GTI E=gtie TRTYPE=trtype,
[NATOF ADDR=natofaddr, NUMPLAN=numplan] ADDRINFO=

addrinfo];
PARAMETERS
gt Globad title aias (8 bits).
gtie Globa Title Encoding (from 1 to 15).
trtype Trandation type (from O to 255).
numplan Numbering plan (optional for ADD command, default value=1)
natofaddr Nature of addressindicator (optional) replaces trtype field when gti=1 or
4. (for ITU only)
addrinfo Addressing information. Enter as a character string (each digit = 1 byte).

All global titles which begin with or are exactly equal to this string of
digits will be trand ated to the specified SPC. Global titles with fewer
digitswill not be trand ated/del eted/displayed by this entry. To delete/
display al, enter “*’.

loadshare Loadsharing option for global title trandation. It is acharacter string that
acceptsthe following values:
*ON
*OF
If load-shareis ON, GT related traffic is shared among related gt-entries
If set to OFF gt-entries are used in an active/standby manner
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ERRORS
<ERROR>:: Missing GTIE parameter.
<ERROR>:: Missing TRTY PE parameter.
<ERROR>:: TRTY PE undefined for GTIE=1 (CCITT).
<ERROR>:: Missing NATOFADDRIND parameter.
<ERROR>:: NATOFADDRIND only defined for GTIE=1 (CCITT).
<ERROR>:: Missng ADDRINFO parameter.
<ERROR>:: ADDRINFO too long.
<ERROR>:: Wildcard cannot be used with this command.
<ERROR>:: Address specified already provisioned.
<ERROR>:: Trtype specified not provisioned.
<ERROR>:: Invalid ADDRINFO.
<ERROR>:: Address specified not provisioned.
<ERROR>:: Only LOADSHARE can be modified.
<ERROR>:: DB inconsistency for GT and GTENTRY..

EXAMPLES:

ADD-GT:GT=GT1GT | E=4,TRTYPE=0,ADDRINFO=12039251111;
DELETE-GTENTRY:GT=2,GTIE=4,TRTYPE=253, ADDRINFO=8001234567,
DELETE-GTENTRY:GT=3,GTIE=4,TRTYPE=253 ADDRINFO=*,
MODIFY-GT:GT=GT1,LOADSHARE=0ON;

DISPLAY-GT:10=OUTGOING,GT | E =4, TRTYPE=253, ADDRINFO=8001234567;
DISPLAY-GT:10=INCOMING,GT | E =4,TRTYPE=253, ADDRINFO=*;
DISPLAY-GT:1O=OUTGOING,GTIE=4,TRTYPE=253,ADDRINFO=8003;

SAMPLE OUTPUT

GT GTIE TRTYPE NATOFADDRIND ADDRINFO

1 1 N/A 4 0f3a (HEX)
2 1 N/A 4 8006661234
<SUCCESS>:: 2 records found.
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7.2.3 Global Title Entry (GTENTRY)

NAME
GTENTRY Adds, deletes, or displaysa Global Title entry.

COMMANDS

ADD Provisions aglobal title into the SCCP database.
ADD-
GTENTRY:10=i0,GT=gt,SPC=spc[,SSN=ssn]|[, NEWGT=newgt] [
ENTRYTYPE=entrytype]
[, WILDCARD=wildcard][ XLATE_I D=xlate id;
DELETE Removesaglobd title entry.
DELETE-GTENTRY:10=i0,GT=gt,[ENTRYTYPE=entrytype],
[XLATE_ID=xlate id]
MODIFY Modifies SPC, SSN or NEWGT parametersof global title entry.
MODIFY-GTENTRY:10=i0,GT=gt, ENTRYTYPE=entrytype
[ XLATE_ID=xlate id] [,SPC=gpc][,SSN=ssn|[, NEWGT=newqgt];

DISPLAY Display one or more global title entries.

DISPLAY-
GTENTRY:10=i0,GT=gt,[ ENTRYTYPE=entrytypel XLATE_ID=
xlate id]];
PARAMETERS
io Incoming or outgoing table. It must be either INCOMING or
OUTGOING.
ot Global Titleindex (1to 131,072)
entrytype Priority of SCCP entity set in the global trandation table. It is a character

string that accepts the following values:
* PRIMARY (default)
« SECONDARY
This attribute is optiond in al command types.

xlate id Defines a unique name for the gtentry. It can only be specified for gt-
entriesof entrytype SECONDARY . When the load-share éttribute of the
globa titleis set to OFF, gt-entries are used in an active/multi-standby
manner and the xlate-id defines the order in which secondary gt-entries
are used for trandation (when the trandation -spc, ssn- in the primary
record becomes unavailable, secondary entries are used in alphabetical
order to provide another available trandation for the gt).
Thisattribute is optional in all command types and the default valueis
empty string.

spc Signaling Point Code entered as one of the following:
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newgt
wildcard

ERRORS

<ERROR>:
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>:
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>:

» Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3

* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30

* 5-4-7 bit format for Japanese networks
Example: 31-25-127

Subsysterm number, value from 2 to 255 (optional parameter for ADD
command).

New Global Titlefor trandation

Indicates whether the entry should be used for wildcard matches:
* YES

*NO (default)

: Missing IO parameter.

10 must be either INCOMING or OUTGOING.
Wildcard cannot be used with this command.
Missing SPC parameter.

SP not defined in sccp network.

: Subsystem not defined for sp.

Address specified already provisioned.
Primary GTENTRY not defined.
Secondary record exists.

: WILDCARD can NOT be modified.

EXAMPLES:

ADD-GTENTRY:IO=INCOMING,GT=GT 1 ENTRYTYPE=SECONDARY,
XLATE_| D=xlate1,SPC=1-1-2,SSN=254;
DELETE-GTENTRY:IO=INCOMING,GT=GT 1;
MODIFY-GTENTRY:IO=INCOMING,GT=GT 1 ENTRYTYPE=SECONDARY,
XLATE_| D=xlatel,SPC=1-2-3;

DISPLAY-GTENTRY:IO=INCOMING,GT=GT 1;
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7.2.4 Mate (MATE)

NAME
MATE . _
Adds, deletes, or displays two subsystems of different SPs as mates.
COMMANDS
ADD _ _
Mates two subsystems at different SPsin the SCCP network database.
Both of the SPs and the subsystems must exist in the database.
DELETE ADD-MATE: SPC=spc,SSN=ssn,M SPC=mspc,M SSN=mssn,
Deletes the mate rel ationship between the SSNs.
DISPLAY DELETE-MATE: SPC=spc,SSN=ssn,M SPC=mspc,M SSN=mssn,
Displays the mate of a subsystem defined for the Signaling Point Code
(SPC) from the SCCP network database.
DISPLAY-MATE: SPC=spc,SSN=s3;
PARAMETERS
SpeC _— : ,
Signaling point code entered as one of the following:
 Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3
* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30
* 5-4-7 bit format for Japanese networks
sn Example: 31-25-127
mspc A subsystem number with arange of 2 to 255.
mssn Mate signaling point code entered in the same format as spc.
A subsystern number with arange from 2 to 255.
ERRORS

<ERROR>:: Missing SPC parameter.

<ERROR>:: Missing SSN parameter.

<ERROR>:: Missing MSPC parameter.

<ERROR>:: Missing MSSN parameter.

<ERROR>:: sp not defined in sccp network.
<ERROR>:: subsystem not defined for sp.
<ERROR>:: mate sp not defined in sccp network.
<ERROR>:: mate subsystem not defined for mate sp.
<ERROR>:: subsystems of same sp cannot be mated.
<ERROR>:: subsystem of sp aready has amate.
<ERROR>:: mate $p defined asown id
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<ERROR>:: subsystem of mate sp aready has amate
<ERROR>:: subsystems are not mated.
EXAMPLE
ANSI: ADD-MATE: SP=0-23-255,SSN=4,M SPC=224-245-123, M SSN=8;
CCITT: ADD-MATE: SP=3-125-6,SSN=4,M SPC=1-2-3,M SSN=8;
ANSI: DELETE-MATE: SPC=0-23-255,SSN=4,M SPC=224-245-123,
MSSN=8;
CCITT: DELETE-MATE: SPC=3-125-6,SSN=4,M SPC=123 M SSN=S;
ANSI: DISPLAY-MATE:SPC=0-23-255,SSN=4,
CCITT: DISPLAY-MATE:SPC=3-125-6,SSN=4;
SAMPLE OUTPUT
SSN  SPC MSSN MSPC
111 3-3-3 254  1-1-1

<SUCCESS>:: 1 records found.
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7.2.5 SCCP (SCCP)

NAME . T .
Displays or modifies information of the SCCP
SCCP
COMMANDS _ e . : .
Displays protocol-specific information of the working SCCP. This
DISPLAY includes sp, variant, management address, and timer information.
DISPLAY-SCCP;;
Modifies protocol-specific information of the working SCCP. Allowed
MODIFY fields consist of management format and timer values.
MODI FY-SCCP:[PCIND=pcind][,PROTOCOL =protocol]
[,LVARIANT=variant][,T_IAS=t ias|[,T_CONN_EST=t conn_ed]
[[T_IAR=t iar][,T_REL=t_re][,T_INT=t_int]
[,T_GUARD=t_guard][,T_RESET=t res]
[,T_ SEGMENT=t_segment][,T_A=t_a|[,T_D=t d]
[,T_CON=t_con;
PARAMETERS
PCIND Include point code for SCCP management messages
*YES
*NO
PROTOCOL Protocol of the SCCP
« DEFAULT
« ANSI_92
* ANSI_96
*«ITU_93
« ITU_97
VARIANT Variant of the SCCP
*NONE
- TT
APLUS
*SNET

T CONN_EST (@mp&%gglmaﬂger value

TIAS Connection T_IAR timer value
TIAR Connection T_REL timer value
T_REL Connection T_INT timer value
T_INT Connection T_GUARD timer value
T_GUARD Connection T_RESET timer value
T RESET
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T _SEGMENT Segmented messsage T_SEGMENT timer value

TA Restriction level T_A timer value (ITU only)
TD Restriction level T_D timer value (ITU only)
T_CON SCCP/subsystem congestion level T_CON timer value (ITU only)

Note: Timer values are decimal valuesin milliseconds. For an exact description of the
timers, refer to the SCCP specifications.

EXAMPLE

ANSI MODIFY-SCCP:PCIND=YES, T_IAS=300,T_REL=700,
T_GUARD=500;
ITU MODIFY-SCCP:PCIND=YES, T_IAS=300,T_REL=700,
T_GUARD=500;

SAMPLE OUTPUT

0 ANSI 96 NONE NO 27000 45000 99000 1500 6000 6000 3000 3000 300 5000 5000
<SUCCESS>:: 1 record found

Table 7-6: SCCP Display Values

SPNO

Signaling Point number that is an integer from @ to
7.
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7.2.6 SCCP Signaling Point (SNSP)

NAME

SNSP
Adds, deletes, or displays a Signaling Point in the SCCP network.

COMMANDS

ADD
Adds anew signaling point to the SCCP network.The SPC must already

be provisioned in the M TP network. When an SPC is added to the SCCP
network, the SCCP management subsystem (SSN=1) is automatically
created by the SCCPin order to display remote SCCP statusin ITU
WHITEBOOK networks. When aremote user part (SCCP) is
unavailable, only one SST messageis sent to the remote SCCP for
SSN=1 until the remote SCCP is up. Subsystem SSN=1 can only be
displayed by usersto monitor the remote SCCP s status. It cannot be
modified by users.

ADD-SNSP: SPC=gpc;

Deletes the Signaling Point Code (SPC) from the SCCP network
database. This command failsif the SPC does not exist in the database.
The SCCP management subsystem (SSN=1) was automatically created
by the SCCP when the first SPC was added. Subsystem SSN=1 existsto
display remote SCCP statusin ITU WHITEBOOK networks. When a
remote user part (SCCP) is unavailable, only one SST message is sent to
the remote SCCP for SSN=1 until the remote SCCP is up. Subsystem
SSN=1 can only be displayed by usersto monitor the remote SCCP's
status. It cannot be modified by users. When the last SPC isremoved
from the SCCP network, the management subsystem (SSN=1) isalso
removed automatically.

DELETE-SNSP: SPC=spc;

Displays the Signaling Point Codes (SPC) from the SCCP network
database. In ITU WHITEBOOK networks, the management subsystem
(SSN=1) always exists and can only be displayed. When subsystem
(SSN=1) isPROHIBITED, it means that the remote SCCP user part is
unavailable.
DI SPLAY-SNSP: SPC=s0c;

PARAMETERS

SpC

DELETE

DISPLAY

Signaling point code entered as one of the following:

» Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3

* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30
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* 5-4-7 bit format for Japanese networks

Example: 31-25-127
* Asterisk (*) for the entire list

ERRORS
<ERROR>:: Missing SPC parameter.

<ERROR>:: SPC not defined in MTP network.Add routeset first.

<ERROR>:: sp dready defined in sccp network.
<ERROR>:: $p defined asown ID.

<ERROR>:: Wildcard cannot be used with this command.

<ERROR>:: 5 has defined subsystems.
<ERROR>:: p not defined in scep network.
<ERROR>:: 5p defined as concerned.
<ERROR>:: Nothing to list.

EXAMPLES
ADD-SNSP:SPC=0-3-2;
ANSI: DELETE-SNSP:SPC=0-23-255;
CCITT: DELETE-SNSP: SPC=3-125-6;
ANSI: DI SPLAY-SNSP: SPC=0-23-255;
CCITT: DISPLAY-SNSP: SPC=3-125-6;
Both: DISPLAY-SNSP:SPC=*;
SAMPLE OUTPUT

3-125-6 ACCESSIBLE PRIMARY NO YES
<SUCCESS>:: 1 records found.
Table 7-7: SNSP Display Values
sPC STATUS XLATE CONCERNED | SUBSYSTEM
Seedescriptionin Status of the Sgnaling Whether the Whether
Section9210on— point: PRIMARY signaling point subsystems are
g2 ACCESSBLE SECONDARY isaconcerned provisioned.
INACCESSIBLE point code.
RL RSL CLS

SCCP redtriction SCCP restriction sub- SCCP congestion level
level level
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7.2.7 Subsystem (SUBSYS)

NAME
SUBSYS

COMMANDS
ADD

DELETE

DISPLAY

PARAMETERS
SpC

ERRORS

Adds, deletes, or displays a subsystem or subsystem information for a
Signaing Point Code (SPC)

Adds a new subsystem to a SPC defined in the SCCP network database.
ADD-SUBSYS: SPC=spc,SSN=s;
Deletes the subsystem from the SPC defined in the SCCP network

database. The command failsif the subsystem or SPC does not exist in
the database.

DELETE-SUBSYS: SPC=gnc,SSN=sn;

Displays the subsystems defined for the SPC from the SCCP network
database.

DISPLAY-SUBSYS: SPC=spc,SSN=s3;

Signaling point code entered as one of the following:

» Zone-Network-SPid (3-8-3) for CCITT networks
Example:1-222-3

* Network-Cluster-Member (8-8-8) for ANSI networks
Example:10-20-30

* 5-4-7 bit format for Japanese networks
Example: 31-25-127

Subsystem number entered as one of the following

» number in the range of 2 to 255

» asterisk (*) for the entire list

<ERROR>:: Missing SPC parameter.

<ERROR>:: Missing SSN parameter.

<ERROR>:: Wildcard cannot be used with this command.
<ERROR>:: sp not defined in sccp network.

<ERROR>:: subsystem aready defined for sp.
<ERROR>:: 9p defined asowniid.

<ERROR>:: subsystem not defined for sp.

<ERROR>:: subsystem has defined cpc's.

<ERROR>:: subsystem has amate.

<ERROR>:: invalid SSN.
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<ERROR>:: Given element not in the sccp database.

EXAM

PLE

ANS:
CCITT:
ANS:
CCITT:
ANS:
CCITT:

Both:

ADD-SUBSYS: SPC=0-23-255,SSN=4;
ADD-SUBSYS: SPC=3-125-6,SSN=4;
DELETE-SUBSYS: SPC=0-23-255,SSN=4;
DELETE-SUBSYS: SPC=3-125-6,SSN=4;
DISPLAY-SUBSYS: SPC=0-23-255,SSN=4;
DISPLAY-SUBSYS: SPC=3-125-6,SSN=4;
DISPLAY-SUBSYS: SPC=1-1-1,SSN=*;

SAMPLE OUTPUT

SSN SPC MSSN MSPC SSN_ STATUS XLATE

CONCERNED

253 1-11-1 O 0-0-0 ALLOWED PRIMARY NO
254 1-1-1

<SUCCE

SS>:: 1 records found.

0O 0-0-0 PROHIBITED

PRIMARY NO

Table 7-8: SUBSYS Display Values

SSN, SPC MSSN MSPC SSN_STATUS XLATE CONCERNED
Seedescriptionin Mate SSN, if Mate point Status of the SSN: Trandation: Whether the
synopsis any. code, if any. ALLOWED PRIMARY signaling point

PROHIBITED SECONDARY isaconcerned
point code.
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7.2.8 Local Subsystem (LOCALSUBSYS)

NAME

LOCALSUBSY S Displaysaloca subsystem or local subsystem information for a
Signding Point Code (SPC)

COMMANDS
DISPLAY Displaysthe local subsystems defined for the SPC from the SCCP
network database.
DISPLAY-LOCALSUBSYS;;
PARAMETERS
none
EXAMPLE
ANS: DISPLAY-LOCALSUBSYS;;
CCITT: DISPLAY-LOCALSUBSYS;

Table 7-9: LOCALSUBSYS Display Values

SSN, SPC MSSN MSPC SSN_STATUS XLATE CONCERNED
Seedescriptionin Mate SSN, if Mate point Status of the SSN: Trandation: Whether the
synopsis ay. code, if any. UNEQUIPPED, PRIMARY signaing point

ALLOWED SECONDARY isaconcerned
PROHIBITED point code.
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7.2.9 Connection (CONNECTION)

NAME
CONNECTION Displaysthe state of a connection-oriented SCCP connection.

COMMANDS

DISPLAY Displays the state of a connection-oriented SCCP connection.
DISPLAY-CONNECTION:ID=id;

PARAMETERS
id Connection 1D ranging from O up to 16383, or asterisk (*) for al. If *
entered, then all the connection states but the IDLE ones. are displayed.
ERRORS
<ERROR>:: Missing ID parameter.
<ERROR>:: All connectionsarein IDLE state.
EXAMPLES

DISPLAY-CONNECTION: 1 D=126;
DISPLAY-CONNECTION:ID=%;

SAMPLE OUTPUT
ID STATUS
126  IDLE

Copyright ¥ NewNet Communication Technologies Page 7 219



160-3001-01

Signaling Gateway Client User
Manual

<SUCCESS>: :

1 records found.

Table 7-10: CONNECTION Display Values

The status of the connection is one of following:
e IDLE

STATOS

CONNECTION_PENDING_OUTGOING
CONNECTION_PENDING_INCOMING
CONNECTION_PENDING
WAIT_CONNECTION_CONHRM
ACTIVE

DISCONNECT_PENDING
DISCONNECT_PENDING_BOTHWAY
DISCONNECT_PENDING_INCOMING
DISCONNECT_PENDING_OUTGOING
MAINTENANCE _BLOCKING
RESET_OUTGOING
RESET_INCOMING

BOTHWAY_RESET

A\MALT EAD OEMPEVNE A MCOQA
VWATT _TURTISENUTING A VIESOAOE

7.3 ISUPMMLCommands
7.3.1 ISUP Circuits (ISUPCCT)

NAME
I SJ mCT .. - . . . . - .
Adds, modifies, deletes or displays circuits and circuit status information
inthe ISUP database.
COMMANDS
ADD o
Adds one or more circuits to the | SUP database.
ADD-I SUPCCT: PCNO=pcno,GRPI D=grpid,
CCTNUM=cctnum[,RANGE=range];
MODIFY
Modifiesacircuit state to initiate or terminate circuit supervision events
in the ISUP database. All events except STOP will cause an
ISUP_MML_INITIATED indication to Cal Control. The STOP event
sendsthe ISUP_MML_INITIATED_STOP indication.
MODI FY-1SUPCCT:PCNO=pcno,GRPI D=grpid,
DELETE CCTNUM=cctnum,OPERSTATE=operstate, RANGE=range;
Deetesacircuit of acircuit group in the ISUP database.
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DISPLAY

DELETE-I SUPCCT:PCNO=pcno,GRPI D=grpid,
CCTNUM=cctnum,[RANGE=range];

Displaysthe circuit and status information of 1SUP circuits.
DI SPLAY-I SUPCCT: PCNO=pcno,GRPI D=grpid, CCTNUM=cctnum,;

be observed immediately after executing the command.

f Important: Due to ACK latency or loss, the result of the circuit supervision events may not

PARAMETERS

pcno

grpid

cctnum
range

operstate

ERRORS

The unique point code index number which refers to the Destination
Point Code (Signalling Point Code)

ISUP circuit group ID. It was mapped to a Call Control trunk group ID
(trkgrpid) by ISUP in the ADD-ISUPCGRP command. Thisvalueis
used in the CIC field of 1SUP messages sent to the network. It isan
unsigned integer from & to 3339.

The circuit number. It isanumber between @ and the maximum circuits
per span defined for the node specified by the pcno

Optional field entered as integer value that creates circuits within the
specified range, starting from the cctnum.

Operation state of the circuit. When the state of the circuit is changed, an
indication with the appropriate primitive and message typeis sent to Call
Control. Vdid states are:

* BLO: Initiates a block event on the specified circuit.

* GRS: Initiates a group reset event, starting with the specified
circuit and including the circuitsin the range.

* HCGB: Initiates a hardware group block event, starting with the
specified circuit and including the circuitsin the range. (In
ANSI ISUP, thisisablock with immediate release.)

« HCGU: Initiates a hardware group unblock event on the specified
circuit and including the circuitsin the range.

* MCGB: Initiates a maintenance group block event, starting with
the specified circuit and including the circuitsin the
range. In ANSI ISUP, thisisablock without release.

* MCGU: Initiates a maintenance group unblock event on the

i s BTGB SR he rence

* RSC: Initiates an unblock event on the specified circuit.
- UBL: Stops all supervision events on acircuit.
e STOP:

<ERROR>::Nonapplicable command.
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<ERROR>::Internal database error.

<ERROR>::Missing PCNO parameter.

<ERROR>::Missing GRPID parameter.

<ERROR>::Missing CCTNUM parameter

<ERROR>::PCNO does not exig.

<ERROR>::GRPID does not exist.

<ERROR>::CCTNUM does not exigt.

<ERROR>::CCTNUM aready exigs.

<ERROR>::CCTNUM out of range.

<ERROR>::Nothing to list.

<ERROR>::Call Control not activated.

<ERROR>::Missing OPERSTATE parameter.

<ERROR>::Missing RANGE parameter.

<ERROR>::ISUPCCT isin use.

EXAMPLES
ADD-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=2;
ADD-I SUPCCT:PCNO=1,GRPI D=1,CCTNUM=0,RANGE=24;
DELETE-ISUPCCT:PCNO =1,GRPID=5,CCTNUM=2,RANGE=2;
DELETE-ISUPCCT:PCNO =1,GRPID=5,CCTNUM=12,
DISPLAY-I1SUPCCT:PCNO=1,GRPID=1,CCTNUM=1;
DISPLAY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=*;
MODI FY-ISUPCCT:PCNO=1,GRPI D=1,CCTNUM=0,0PERSTATE=RSC;
MODIFY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=0,0OPERSTATE=BLO,;
MODI FY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=0,0OPERSTATE=UBL,
MODI FY-I SUPCCT:PCNO=1,GRPI D=1,CCTNUM=0,0OPERSTATE=MCGB,
RANGE=7;
MODIFY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=0,0PERSTATE=HCGB,
RANGE=7;
MODI FY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=0,0PERSTATE=MCGU,
RANGE=7;
MODI FY-ISUPCCT:PCNO=1,GRPID=1,CCTNUM=0,0PERSTATE=HCGU,
RANGE=7;
MODI FY-ISUPCCT:PCNO=1,GRPI D=1,CCTNUM=0,0PERSTATE=STORP,
SAMPLE OUTPUT
Table 7-11: ISUP, Circuit Display Report
STATUS
PCNO | DPC crep | @rcuitoy | MUt | (denance) | (Hardware) | (Suspenc)
1 5-100-5 grauil) 2 NO-IND UN-BLK UN-BLK NOT-SUS
T
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Table 7-11: ISUP Circuit Display Report
PCNO DPC GRPID CCTNUM S(Iﬁ;?ns HWDSTATUS | SUSSTATUS
(group ID) (circuit No.) MNTCSTATUS (Hardware) (Suspend)
status) (Rairtenanee)
51005 1 5 IN-BUSY i —L-BLK ORG-SUS
1 5-100-5 1 10 IDLE L-BLK LR-BLK NOT-SUS
LR-BLK

I mportant: The HWDSTATUS column does not print for ANS variants because it is not

not meaningful for ANS variants

Table 7-12: ISUP Circuit Display Values

Circuit Status Maintenance/Hardware Status

UN-BLK=Unblocked
L-BLK=Localy blocked
R-BLK=Remotely blocked

LR-BLK=Localy and remotely
blocked

IDLE=No cadll on circuit

IN-BUSY =Incoming call on circuit
OUT-BUSY=0utgoing cal on cir-
cuit

NO-IND=A reset message was sent
to network, but no acknowledgment

(RLG or GRA) arrived. The circuit
state is unknown.

= et
SUSPETIU Stalus

NOT-SUS=Not suspended. Valid for any cir-
cuit state except NO-IND.

ORG-SUS=Suspended by originator side.
Validfor one of the busy circuits.
TRM-SUS=Suspended by terminating side.
Validfor one of the busy circuits.
BOTH-SUS=Suspended by both sides. Vdlid

Maintenance statusisrelated to avoluntary setting.
Hardware statusis related to an automatic setting due to hardware failure.

T € 2 =y T
TUNUNCS U trcoasy UTtunts.

Copyright ¥ NewNet Communication Technologies

Page 7 223




160-3001-01

Signaling Gateway Client User
Manual

7.3.2 ISUP Circuit Group (ISUPCGRP)

NAME
ISUPCGRP

COMMANDS
ADD

MODIFY

DELETE

DISPLAY

PARAMETERS
pcno

grpid

cctnum

trnkgrpid

Adds, modifies, deletes or displaysacircuit group or circuit group
information.

Addsacircuit group to the I SUP database.

ADD-I SUPCGRP: PCNO=pcno,GRPI D=grpid, CCTNUM=cctnum,
TRNKGRPI D=trnkgrpid[,SCGA=scga|;

Modifiesacircuit group in the |SUP database.

MODI FY-1SUPCGRP: PCNO=pcno,GRPI D=grpid,
CCTNUM=cctnum[,TRNKGRPI D=trnkgrpid][,SCGA=scgal;

Ddetesacircuit group of an |SUP node from the database.
DELETE-I SUPCGRP: PCNO=pcno,GRPI D=grpid;

Displays information on ISUP circuit groups.
DISPLAY-I SUPCGRP: PCNO=pcno,GRPI D=grpid;

The unique point code index number which refers to the Destination
Point Code (Signalling Point Code).

Unique identifier of an ISUP circuit group, which is mapped to the Call
Control trunk group ID (trkgrpid) by ISUP in the ADD-ISUPCGRP
command. Call Control sendstrkgrpid to ISUP, and | SUP sends the
groupid to the far end | SUP, which maps groupid to its own trunk group
ID. Thisvaueisusedin the CIC field of ISUP messages sent to the
network. It isan unsigned integer from @ to 3349.

Number of circuitsthat will be in the ISUP circuit group. It isan
unsigned integer between @ and the maximum circuit groups per span
defined for the node by the pcno.

Unique identifier of the Call Control trunk group 1D, which is mapped by
the ISUP layer to a degtination and groupid. | SUP uses the group ID and
the circuit number to calculate the CIC. It is an unsigned integer from @
to 8191.

For ANSI variants only, Software Carrier Group Alarm (SCGA)
protection indication. This parameter isoptiona. Valid values are:

*ON
* OFF (default)
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ERRORS

<ERROR>::
<ERROR>:
<ERROR>:
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>:
<ERROR>::
<ERROR>:

Nonapplicable command.

:PCNO does not exist.
:Internal database error.

Missing PCNO parameter.
Missing GRPID parameter.
Missing CCTNUM parameter.

‘Missing TRNKGRPID parameter.
:CCTNUM out of range.
:CCTNUM cannot be modified.
“TRNKGRPID out of range.
:TRNKGRPID aready exists.
"TRNKGRPID isin use.

:GRPID dready exigts.

:GRPID out of range.

:GRPID contains CCTs,

:GRPID does not exist.

Database incons stency.

:Nothing to list.

EXAMPLES

ADD-| SUPCGRP:PCNO=1,GRPI D=1,CCTNUM=2,TRNKGRPI D=1,SCGA=0N,;
DELETE-ISUPCGRP:PCNO=1,GRPID=5;
DISPLAY-I SUPCGRP:PCNO=1,GRPID=*;
DI SPLAY-ISUPCGRP:PCNO=1,GRPID=1;
MODIFY-1 SUPCGRP:PCNO=1,GRPI D=1,CCTNUM=2,TRNKGRPI D=3,
SCGA=0N,;
MODI FY-1SUPCGRP: PCNO=1,GRPI D=1,CCTNUM=2,SCGA=0FF;

SAMPLE OUTPUT

Table 7-13: ISUP Circuit Group Display Report— Pre-Call Ctrl & Maintenance Activation

CCTNUM
GRPID TRNKGRPID
PCNO | DPC (group ID) (#of (Trunk group) SCGA CCNAME MNTCNAME

circuits)

5-100-51 10 OFF UNKNOWN UNKNOWN

5-100-52 ON UNKNOWN UNKNOWN

5-100-5(10 5 ON UNKNOWN UNKNOWN

r I mportant: SCGA column is printed only for ANS variants.
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Table 7-14: ISUP Circuit Group Display Report — Post-Call Ctrl & Maintenance

Activation
PCNO GRPID CCTNUM TRNKGRPID | scGA ECNAME MNTCNAME
e (group ID) (# of circuits) | (Trunk group)
1 10 2 OFF CC1 CC1L
>-10U0-5 2 6 ON cc1 MNTC1
1 > 1005 10 9 ON cC5 MNTC5
o-10U-5

o

I mportant: CC1, CC5, MNTC1, and MNTCS5 are the registration names of the named
objects that have been defined as the Call Control or Maintenance Module for 1SUP.
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7.3.3 ISUP Signaling Node (ISUPNODE)

NAME
ISUPNODE N . . o
Adds, modifies, deletes, or displays a node or node information in the
| SUP database.
COMMANDS
ADD . .
Adds asignaling node to the |SUP database.
ADD-I SUPNODE: PCNO=pcno,DPC=dpc[ , ANM OF F=anoff]
[, ACMOF F=acmoff][,CRGOF F=crgoff]
[,CI CCONTROL=ciccontrol] [,LLOCATION=location]
[LMAXCCT=maxcct][,FIRSTCI C=firdcic];
IVI ODI FY - g . . - .
Modifiesasignalling point code in the | SUP database.
MODI FY- SUPNODE: PCNO=pcno[, DPC=dpc]
[, ANM OF F=anoff][ ,ACM OF F =acmoff][,CRGOF F=crgoff]
[,CICCONTROL=ciccontrol];
DELETE
Deletes an ISUP node from the database.
DELETE-I SUPNODE: PCNO=pcno;
DISPLAY ) ) _ )
Displays the status information of the ISUP node. This command
displays |SUP office information and its status report in the ISUP
network.
DISPLAY-I SUPNODE: PCNO=pcno;
PARAMETERS
pcno . . . .
The unigue point code index number assigned by the user that refersto
the Destination Point Code (Signalling Point Code). It is an unsigned
doc integer from @ to 2@47.
Destination Point Code (Signalling Point Code) entered as:
 Zone-Network-SPid for CCITT networks
Example:1-222-3
* Network-Cluster-Member for ANSI networks
anmoff Example: 10-20-39
acmoff Answer Message Offi c.e (seeNote)
crgoff Address Complete Office (see Note)

Charge Office (see Note)
Note: The value of office information, i.e., anmoff, acmoff, crgoff, is a character string,
either OFF, to indicate it is not the office type, or ON to identify that it is the office type
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ciccontrol

newdpc

|ocation

maxcct

firstcic

ERRORS

Optional parameter to specify the local exchange' s control of circuits
(CICs) to the DPC for resolving dual seizures. Vaues can be:

* ODD Local exchange controls odd CICs

* EVEN Local exchange controls even CICs

* ALL Local exchange controls all CICs

* NONE Local exchange controls none of the CICs

* DEFAUL TExchange with the higher point code controls the even
CICs.

New Signalling Point Code that replaces the old DPC:

» Zone-Network-SPid for CCITT networks
Example:1-222-3

» Network-Cluster-Member for ANSI networks
Example:10-20-30

Location field in cause parameter. It is a character string that accepts the
following values:

e For ITU:
- locuser - prvnetlocuser
- pubnetlocuser - transnet pubnetremuser
- prvnetremuser - locinter
- internatnet beyintworkpnt
 For Spain:
- locuser - prvnetlocuser
- pubnetlocuser - transnet pubnetremuser
- prenetremuser - locinter
- internatnet beyintworkpnt-pckhndnat

* For ANSI: prvnetlocuser
- locuser i transnet
- loclocnet

Maximum number of circuits per circuit group to thisnode. It isan
unsigned integer from 1 to 32.

Value of thefirst CIC to thisnode. It isan unsigned integer from & to
65535.

<ERROR>::Nonapplicable command.

<ERROR>::DPC not defined in MTP network. Add route set first.
<ERROR>::Interna database error.

<ERROR>::DPC aready exidts.

<ERROR>::PCNO already exists.
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<ERROR>::PCNO does not exist.
<ERROR>::Invaid CICCONTROL vaue.
<ERROR>::Missing DPC parameter.
<ERROR>::Missing PCNO parameter.
<ERROR>::ISUPNODE contains CCTGRPs.
<ERROR>::Nothing to list.

EXAMPLES

ADD-I SUPNODE:PCNO=1,DPC=1-122-1,

ADD-I SUPNODE:PCNO=1,DPC=1-122-1, ANMOFF=0N,CI CCONTROL=0DD,;
ADD-I1SUPNODE:PCNO=1,DPC=1-122-1 ANM OF F=OFF,CRGOF F=0N;
DELETE-ISUPNODE:PCNO=1,

DI SPLAY-I1SUPNODE:PCNO=6-111-6;

DISPLAY-1SUPNODE:PCNO=*;

MODIFY-ISUPNODE:PCNO=1,DPC=5-100-5;

MODI FY-1SUPNODE:PCNO=1,ANMOFF=0N,CICCONTROL=0DD;
MODIFY-1SUPNODE:PCNO=1,DPC=5-100-5,CI CCONTROL=EVEN;

SAMPLE OUTPUT

MML_ TH>dis-isupnode:;

PCNODPCCONG STATUSACCESS STATUSANMOFFACMOFFCRGOFFCICCONTROL
1 5-100-50ACCESSIBLEONOFFOFFEVEN

2 6-111-60INACCESSSIBLEOFFONOFFODD

3 2-200-21CONGESTEDONOFFONDEFAULT

<SUCCESS>:: 3 records found.
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7.3.4 ISUP Configuration (ISUP)

NAME
ISUP

COMMANDS
MODIFY

DISPLAY

PARAMETERS
cfgname

variant

! Note: Syntax for BELL MML requires the following:

Modifies or displays the current ISUP configuration.

Modifies the current ISUP configuration.

MODI FY-1 SUP:. CFGNAME=cfgname],VARI ANT=variant]
[,LMNTCIND=mntcind][,CONGES=conges|
[, RECMODE=recmode] [, AUTORESP=autoresp|
[,LEXCHODC=exchodc][,UPMIND=upmind];

Displays the current ISUP configuration name. The name starts with CF
and ends with the SP number, as assigned by the system, e.g. CFd, CF1.

DI SPLAY-I SUP:[CFGNAME=cfgname;

The configuration name, or asterisk (*) to display all configurations. A
configuration name always starts with CF and ends with the signalling
point number of the logical node. The configuration name is assigned by
the system automatically, e.g., CFO, CF1. The CFGNAME attribute for
this command can be omitted.

The ISUP variant name. ISUP initialy starts with the GENERIC variant.
It isacharacter string that accepts the following values:

» For ANSI: GENERIC, ANSI92, ANSI96, BELL, DSC, and MCI

Then,
If the valueiis...
typeit directly
precede thevdlue withan O’
precede the vdue withan H’

* For ITU: GENERIC, AUSTRALIA, BELGIUM, CHILE, CHI24,
CZECH, ETS97, FINLAND, FRANCE, GERMANY,,
HONGKONG, ITALY, ITU93, ITU97, MEXICO, NEW_ZEALAND,
NORWAY, PHILIPPINES, Q767, RUSSIA, SINGAPORE, SPAIN,
SWEDEN, SWEDENV1, SWITZERLAND, THAILAND,
TURKEY, UAE, and UNIPAC

increase your MML’s TIMEOUT with the MML-CONFIG command before running this

! Note: The variant change takes more time than other commands. Therefore, it isadvised to

command with a variant change.
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ISUPTMR configurations are erased. These objects must be configured again.

r I mportant: When a variant is changed, all the ISUPNODE, |SUPCGRP, ISUPCCT, and

mntcind

conges

recmode

autoresp

exchodc

upmind
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The Maintenance Indication status. It isa character string that accepts the

following vaues.

* ON: Maintenance indications are sent to the Maintenance module.

* OFF: Maintenance indications are not sent to the Maintenance
module, e.g., Cal Control and Maintenance are the same application.

* GRPINDON: Only one indication per circuit group will be sent to
the maintenance module when circuit group supervision events
occur. For ITU releases only.

The Congestion Indication status of whether outgoing callsare limited

when the destination is congested (according to the ISUP database).

Valid for ITU only. It isacharacter string that accepts the following

values.

* ON: If acongestion dueto alink failure or other circumstance exists,
then ISUP rgjects outgoing call attempts from Call Control by
sending it aRELEASE messagein a CALL FAILURE primitive. The
cause value of the REL EA SE message is switching equipment
congested.

* OFF: ISUP does not regject any outgoing calls because of the
congestion at the destination. (default)

Software recovery policy mode. It isacharacter string that acceptsthe
following values:

* RESCALL —resume calls
* RELCALL —releasecalls

Auto response mode. Valid for ITU only. It isacharacter string that
acceptsthe following values:

* ON (default)
*OF
Operator Digital Center (ODC). Valid for Mexico variant only. Itisa
character string that accepts the following values:
*ON
* OFF (default)
Anindicator of whether |SUP should send / receive User Part Test (UPT)

and User Part Available (UPA) messages. Thisisvalid for ITU only. Itis
acharacter string that accepts the following values:

* Off - ISUP does not send a UPT message to the network, and does
not start the T4 timer. It sends ISUP_UP_INACCESSIBLE
indication to the Call Control. It aso does not acknowledge with
UPA message on the receipt of a UPT message from the network.

* On - ISUP sends an UPT message to the network and also starts the
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Control. It also acknowledges with an UPA message when it receives
a UPT message from the network. (default)

ERRORS
<ERROR>::Nonapplicable command.
<ERROR>::CFGNAME does not exist.
<ERROR>::Internal database error.
<ERROR>::Nothing to list.
<ERROR>::Invaid VARIANT vaue.
<ERROR>::MNTCIND vaueisdenied in ANS| variants.
<ERROR>::Feature not enabled.

EXAMPLES

DISPLAY-ISUP:CFGNAME=CFO;

DISPLAY-ISUP:CFGNAME=*,

DISPLAY-ISUP;;

MODI FY-1SUP:CFGNAME=CFO,VARIANT=BELL ,MNTCIND=0ON,;
MODIFY-ISUP:MNTCIND=OFF,RECMODE=RELCALL,
MODIFY-1SUP:VARIANT=TURKEY;
MODIFY-ISUP:CONGES=OFF;

SAMPLE OUTPUT

ANS

MML_ TH>dis-isup::
CFGNAMEVARIANTMNTCINDRECMODEMBGINDAUTORESP
CFOBELLONRESCALLOFFON

<SUCCESS>:: 1 record found

ITU

MML_ TH>dis-isup::
CFGNAMEVARIANTMNTCINDCONGESTIONRECMODE
CFOTURKEYOFFONRELCALL

<SUCCESS>:: 1 record found
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7.3.5 ISUP Timer (ISUPTMR)

NAME
ISUPTMR Modifies or displays |SUP protocol timer values.

COMMANDS

MODIFY Modifies the protocol timer valuesin ISUP database.
MODIFY-ISUPTMR: TIMERID=tmrid,VALUE=vaue

DISPLAY Displays the ISUP protocol timer values.
DISPLAY-ISUPTMR: TIMERI D=tmrid,

PARAMETERS

tmrid Timer identifier; it isan unsigned integer from 1 to n for a specific timer,
where n isthe upper limit of timer numbers for the protocol being used.
The asterisk (*) wild card character can also be used to display al timers.
The timers are defined in Table 7-15 on page 7-234.

value Timer vauein milliseconds. Timer value can be between 19
milliseconds and 24 hours.

ERRORS
<ERROR>::Nonapplicable command.
<ERROR>::TIMERID out of range.
<ERROR>::Missing TIMERID parameter.
<ERROR>::Nothing to list.
<ERROR>::Internal database error.
<ERROR>::Missing VALUE parameter.
<ERROR>::VALUE out of range.

EXAMPLES

DISPLAY-ISUPTMR: TIMERID=2,
DISPLAY-ISUPTMR: TIMERI D=*;
MODIFY-ISUPTMR:TIMERID=2,VALUE=20000;

SAMPLE OUTPUT

TIMERIDVALUE
1 20000
2 15000

n 50000
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Timer ID Description ASSI/ITU Default in ITU Default in ANSI
sage (msec) (msec)
1 First RLC timer BOTH 15000 15000
2 Suspend/Resume timer ITU 180000 -
3 Overload ITU 120000 -
4 User Part Test ITU 300000 -
5 Second RLC timer BOTH 300000 60000
6 RES timer (network) BOTH 120000 30000
7 ACM timer BOTH 30000 30000
8 COT timer BOTH 15000 15000
9 ANM timer BOTH 180000 180000
10 Unused - - -
u Unused - - -
12 First BLA timer BOTH 15000 15000
13 Second BLA timer BOTH 300000 60000
14 First UBA timer BOTH 15000 15000
15 Second UBA timer BOTH 300000 60000
16 First RSC response timer BOTH 15000 15000
17 Second RSC response BOTH 300000 60000
18 First CGBA timer BOTH 15000 15000
19 Second CGBA timer BOTH 300000 60000
20 First CGUA timer BOTH 15000 15000
21 Second CGUA timer BOTH 300000 60000
22 First GRA timer BOTH 15000 15000
23 Second GRA timer BOTH 300000 60000
24 Continuity tone timer BOTH 1000 1000
25 First CCR timing BOTH 10000 2000
26 CCR response timer BOTH 180000 180000
27 CCR receivetimer BOTH 240000 240000
28 CQR timer BOTH 10000 10000
29 First congestion ITU 300 -
30 First congestion indication ITU 10000 -
31 Unused - - -
32 Unused - - -
33 Information Request ANSI - 15000
A CCR timer ANS| - 15000
35 Unused - - -
36 CCR response (Q767/WB) ITU 15000 -
WB: White Book
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Table 7-15: ISUP Timers (Continued)

Timer ID Description Aﬂfgézu Def?nlilst ég)ITU Defa(l#tsigc,)é\NSI

37 Unusd
38 TACC ANS - 5000
39 TCCR ANS| - 2000
40 TCCRr ANS - 20000
41 TCGB ANS| - 5000
42 TCRA ANS - 10000
43 TCRM ANS| - 4000
44 TCVT ANS - 10000
45 TEXMd ANS - 15000
46 TGRS ANS - 5000
47 THGA ANS - 300000
48 TSCGA ANS - 120000
49 TSCGAd ANS| - 60000
51 Trunk Offering Timer CZECH 180000

Tcc for FINLAND FINLAND 10000

Tcaloffer for MEXICO MEXICO 360000
52 Tchgl for FINLAND FINLAND 3000
53 Tchg2 for FINLAND FINLAND 3000
54 Tchg3 for FINLAND FINLAND 60000
55 Tchgd for FINLAND FINLAND 3000
56 Tx for FINLAND FINLAND 60000
WB: White Book

two associated timers are started - the second timer, and then thefirst timer. The response
message indicated in the table is expected within these time periods. When thefirst timer (a
15-second timer) expires, the message isresent and thefirst timer isrestarted. The
message is resent each time thefirst timer expires until the second timer (a 1-minute timer)
expires. When the second timer expires, the first timer is stopped, the maintenance system
isalerted, and the second timer isrestarted. The system begins to send the message in one-
minute intervals.

r I mportant: When the maintenance messages listed in Table 9-32 are sent to the network,

fourth expiration of thefirst timer can occur before the second timer expires because 1
minute is exactly four times 15 seconds and the operating system’ stimer isnot a high
precision one. If the fourth expiration of the first timer occurs exactly when the second
timer expires, then two messages can be sent at the same time. To avoid this situation, the

r I mportant: Digtributed7 1SUP starts the second timer before the first timer. However, the
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timers can be configured. For example, thefirst timer can be set to 15.1 seconds or the
second timer can be set to 59.9 seconds.

Table 7-16: ISUP Related Timers to Modify

First Timer Seccinrgi:.imer Related Messages
IS T13 BLO sent - BLA expected
e T15 UBL sent - UBA expected
e T17 RSC sent - RLC expected
o T19 CGB sent - CGBA expected
118 T21 CGU sent - CGUA expected
'Y T23 GRS sent - GRA expected

122
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7.4 System MML Commands
7.4.1 Host (HOST)

NAME

HOST Adds, deletes, displays, or modifies a host instance.
COMMANDS

ADD Adds anew hogt instance.

ADD-HOST:HOSTNAM E=hosthame,RM THOST=rmthost
[L,ALIAS=dias|[[ RMTHOST TYP=rmthosttyp][, CONF=conf];
MODIFY Modifies a host instance information.
MODIFY-HOST:HOSTNAM E=hosthame,RM TH OST=rmthost
[, RMTHOSTTYP=rmthosttyp][,CONF=conf];
DELETE Ddetes a host instance.
DELETE-HOST:HOSTNAME=hostname][,RMTHOST=rmthod];

DISPLAY Displays a specific host instance or al instances.
DISPLAY-HOST:[HOSTNAME=hostname][,RMTHOST=rmthog];

follows:

r Note MML commands to disconnect host B from host A cannot be entered from host A as
MML_TH> MODIFY-HOST: HOSTNAME=host-B,RMTHOST=hos-A,CONF=0FF;

This command fails with the following error string:
<ERROR>:: MODIFY-HOST operation must be performed on local hosts

This means that the same command should have been issued from host-B. Only the
connection from the host-A side can be disconnected from host-A, for example:
MML_TH> MODIFY-HOST:HOSTNAME=host-A,RMTHOST=host-B,CONF=0FF;
MML_TH> MODIFY-HOST:HOSTNAME=host-A,RMTHOST=host-D,CONF=0FF;

PARAMETERS
hosthame Name of host. Itisastring of 1 to 15 aphanumeric characters maximum.
rmthost Name of remote host. It isastring of 1 to 15 aphanumeric characters
maximum.
alias Alias name for the remote system, if it isa multi-homed host.

rmthosttyp Remote system host type. It is a character string that accepts the
following values:

» AMGR: Distributed7-type system (default)
* OTHER: other than Distributed7-type system
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conf

ERRORS

<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>:
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>::
<ERROR>:

Determines the configuration of the host. It isacharacter string that
accepts the following values:

« ON
W*ﬁ"%ﬁecm%ions

- OFF

MO does not exist

Hostname is not defined in the network

No such an instance

Can not add host in standalone mode

Missing HOSTNAME parameter

Missng RMTHOST parameter

Locd hosthame can not be used as remote or alias
: DUALHOST isnot configured in NTWK MO
Alias host is not in the same network of DUALHOST
TCPCON entry does not exist

Missing CONF parameter

Same CONF vauefor thisentry

: CONF parameter of the entry isON

EXAMPLES

ADD-HOST:HOSTNAM E=tweety-priv;RMTHOST =sylvester-priv, CONF=OFF;
MODI FY-HOST:HOSTNAM E=tweety-priv,CONF=ON;
DELETE-HOST:HOSTNAME=twesty-priv:

DISPLAY-HOST:;

SAMPLE OUTPUT
MML_TH>DISPLAY-HOST:;

HOSTNAME RMTHOST ALIAS RMTHOSTTYP CONF
tweety-priv sylvester-priv - AMGR ON
sylvester-priv tweety-priv - AMGR ON

<SUCCESS>:: 2 records found
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7.4.2 Network (NTWK)

NAME
NTWK

COMMANDS
DISPLAY

MODIFY

PARAMETERS

hosthame
mode

clocksync

frequency

dualhost

netmaskl

Displays or modifies the operation mode of hostsin the distributed
network.

Displays the operation mode of hosts in the distributed network.
DISPLAY-NTWK:[HOSTNAME=hostname];

Configuresthe Signaling Gateway Client system as stand-alone or part of

a
distributed network.

MODI FY-NTWK:HOSTNAME=hostname[,M ODE=mode]
[,CLOCKSYNC=clocksync][,FREQUENCY=frequency]
[, DUALHOST=dual host][ NETMASK 1=netmaski]
[NETMASK2=netmask?2];

Name of host. Itisastring of 1 to 15 a phanumeric characters maximum.
Specifies how the host operates in the network. It is a character string
that accepts the following values:

* STNDLN stand alone mode

» DSTRBTDdistributed mode (default)

Specifies whether or not the ability to synchronize the network clock is
available. It isacharacter string that accepts the following values:

*ON (default)

*OF

Specifies, in milliseconds, how often to check the system clock on all
hostsif CLOCKSYNC isON. Itisan integer from @ to 18300A. The

default value is@ if running in the stand alone mode, or 13JJ in the
distributed mode. THe range for the distributed mode is 6@ to 1333J.

Specifies the dternate host name, if any, of thelocal host on a secondary
host in adua-LAN network. If dual-LAN isnot in use, then thisfield
must contain the local host name specified in the HOSTNAME
parameter. It isastring of 1 to 15 a phanumeric characters maximum.
Specifies the 32-bit mask, in hex format, that is used to extract the
network ID on the primary network. The following default values are
initialized on the basis of class type associated with the corresponding
network:

» 710DDDDD (Class A default)

- 3ff{@PPD (Class B default)
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» 1fffff@@ (Class C default)

netmask?2 Specifies the 32-bit mask, in hex format, that is used to extract the
network 1D on the secondary network, if any. The following default
values areinitialized on the basis of class type associated with the
corresponding network:

* 7100000 (Class A default)
* 3fffP@DDD (Class B default)
« 1fffff @@ (Class C default)

ERRORS
<ERROR>:: MO does not exist
<ERROR>:: Hosthame is not defined in the network
<ERROR>:: No such an instance

<ERROR>:: NTWK MO cannot be modified - HOST entries exist
<ERROR>:: Product is hot configured as distributed

EXAMPLES

MODIFY-NTWK:HOSTANME=vortex, MODE=STNDLN,;
DISPLAY-NTWK:HOSTNAME=vortex;
DISPLAY-NTWK:;

SAMPLE OUTPUT
MML TH> display-ntwk:;

sylvester-pDSTRBTDON1000sylvester-p7£0000007£000000
tweety-pDSTRBTDON1000tweety-p7£0000007£000000
<SUCCESS>:: 2 records found
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7.5 Signaling Gateway Client MML
‘PQT‘&BB‘H&%W Server (SGCAS)

NAME
SGCAS Configures each Application Server in the system, including the traffic
mode, routing key index and routing context associated with the AS.
COMMANDS
ADD Adds an AS configuration for aparticular Signalling Point (SP).

ADD-SGCAS. ASl D=asd,SPI D=spid,RKI D=rkid,RCI D=rcid,
[MODE=mode];
MODIFY Modifies the configuration of an existing AS.
MODIFY-SGCAS:AS D=asd[,SPI D=gspid|[,RKI D=rkid][,RC=rc]
[MODE=mode];
DELETE Removes an AS configuration, which can only be done when the ASis
inactive.
DELETE-SGCAS.ASID=add;

Caution: All itsassociated SGCASTFC entries are also deleted when an
ASisddeted!

DISPLAY Displaysthe configuration of the AS.
DISPLAY-SGCAS.ASID=add;

PARAMETERS

asd AS identification name. It is string that accepts up to 15 characters
maximum.

spid Signding Point ID of an AS. The SPID assigned to each AS must be
unique because each SP serves only one AS. It isan unsigned integer
from@to7.

rkid The Route Key ID that this ASis serving, which must have been created
before the ASis configured. It isastring of up to 15 characters
maximum.

rcid The Route Context associated with the route key. It isaunique vaue

assigned to represent the route key or traffic range served by thisAS, and
it must be identical to the one provisioned on the SG side. Thisis
required to route messages correctly. It is an integer from @ to OX7fffffff.
mode The traffic mode of the ASPsin the specified AS. It isacharacter string
that accepts the following value:
* LOADSHARE - The ASPs operate in the loadsharing mode,
distributing the traffic between the configured ASPs.
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ERRORS

Database operation failed
Configuration limit exceeded
Record aready exists

Record does not exist

Invalid key

Missing key

Missing mandatory parameters
Error configuring M3UA stack
AS does not exist

SPisused by other AS

NA for the specified SP does not exist
Remote SGP does not exist
Route key isused by other AS

EXAMPLES

ADD-SGCAS:ASID=1,RKID=r1,RCI D=1,
MOD-SGCAS.ASI D=1,RKI D=r1,RCI D=1,
DELETE-SGCAS. AS D:AS D=1,
DISPLAY-SGCAS AS D=1;
DISPLAY-SGCAS AS D=1;
DISPLAY-SGCAS;;

SAMPLE OUTPUT

MML TH>dis-sgcas:;

asl 0 rl 1
<SUCCESS>:: 1 record found
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7.5.2 Application Server Process (SGCASP)

NAME
SGCASP

COMMANDS
MODIFY

DISPLAY

PARAMETERS
aspid

hosthame

sctpport

sgredmode

Configures an ASP, which serves one or more A Ssthrough one or more
Stream Control Transmission Protocol (SCTP) associations.

Changes the configuration of an ASP.

MODIFY-
SGCASP: ASPI D=aspid[,| P1=ip1][,| P2=ip2][,H OSTNAME=host
name] [,SCTPPORT=sctpport][, SGREDM ODE=sgredmode]
[,LNWASPI D=nwaspid];

Displays the configuration of an ASP.
DISPLAY-SGCASP:[ASPI D=aspid];

The identification of the Application Server Process (ASP). It isastring
of up to 15 charactersor an * to display all ASPs. The preassigned value
IS the hostname where the ASP is running.

Primary | P address used by the ASP to communicate with the SGPs. It is
adtring of up to 15 characters maximum entered in the dot notation,
decimal format. A '-' can be entered to de-assign a previoudly assigned
address.

Secondary |P address used by the ASP to communicate with the SGPs. It
isastring of up to 15 characters maximum entered in the dot notation,
decimal format. A '-' can be entered to de-assign a previoudly assigned
address.

Domain name of the system where the local ASP runs. Thisfield can be
used in place of the IP addressesif Internet Domain Name System (DNS)
isavailable. Input isastring of 128 characters. A *-' can be entered to de-
assign aprevioudy assigned address.
Local port number to which SCTPisbound. It is an integer from 133
t0 99999. The default value is 295.

Redundancy mode between two or more SGs that are connected to the
ASP. It isacharacter string that accepts the following values:

* OVERRIDE - This connection is used to send messages for as long
as the connection to the primary SG is up. The primary SG hasthe
smallest SG ID and an active connection to the ASP.

* LOADSHARE - The load of messages sent is shared by distributing
them across al SGs with active connections. Loadsharing is based on
the Signaling Link Selection (SLS) value.
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PR REORPRYRGue value that identifies an ASPin an AS.

nwaspid It accepts the following values @ to @x7ffffff (default).

d Note: The IP address and hostname fields are mutually exclusive, i.e. only either 1P
addresses OR hostname can be specified at the same time, but not both.

ERRORS

Database operation failed
Record does not exist

Invalid key

Missng key

Missing mandatory parameters
Invalid ASPID

Invaid IP address

| P addresses cannot be identical
Error configuring M3UA stack

EXAMPLES

MOD-SGCASP: ASPI D=chip,| P1=155.226.145.163,SCTPPORT=3000
DISPLAY-SGCASFP;;

SAMPLE OUTPUT
MML TH>dis-sgcasp:;
ASPID: chip
HOSTNAME :

IP1: 155.226.145.163 IP2: SCTPPORT: 2905 SGREDMODE: OVERRIDE
NWASPID: 2147483647

<SUCCESS>:: 1 record found
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7.5.3 AS-ASP Traffic Control (SGCASTFC)

NAME

SGCASTFC This managed object defines traffic control for an AS and ASP.

COMMANDS
ADD

MODIFY

DELETE

DISPLAY

PARAMETERS

asd

destpid

origpid

type

ERRORS

Adds atraffic control definition for an ASand an ASP.

ADD-
SGCASTFC:ASI D=asd,DESTPI D=destid[,ORI GPI D=origpid][,
TYPE=type];

Changes atraffic control definition for an ASand an ASP.

MODIFY-
SGCASTFC:ASI D=asid,DESTPI D=destid, OPERST=0perst[,OR
| GPID=origpid];

Deletes atraffic control definition for an AS and an ASP.

DELETE-
SGCASTFC:ASI D=asid,DESTPI D=destid[,ORI GPI D=crigpid];

Displays atraffic control definition for an ASand an ASP.

DISPLAY-
SGCASTFC:[ASI D=asd][,DESTPI D=destid][,ORI GPI D=origpi
d][, TYPE=type];

ASidentification name. It is string that accepts up to 15 characters
maximum.

The remote process identification name. This should be avalid SGCSGP
or SGCIPSP identifier. It is string that accepts up to 15 characters
maximum.

Thelocal process identification name. It is string that accepts up to 15
characters maximum.

Type of the peef iaet () SYIs3 R O LIRS I ANIRtion (default).

* SGP MO shows | PSP traffic control information.
e | PSP

Database operation failed
Configuration limit exceeded

Record dready exidts
Record does not exist

Invalid key
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Missing key

Missing mandatory parameters
Error configuring M3UA stack
ASisactive

AStraffic dready defined

AS traffic not defined

EXAMPLES

ADD-SGCASTFC: ASI D=as1,DESTPI D=sylvester, ORI GPI D=vortex;
MODI FY-SGCASTFC:AS| D=as1,DESTPI D=tweety, ORI GP| D=vortex,
OPERST=INACT;

DELETE-SGCASTFC:ASlI D=asl1,DESTPI D=tweety, ORI GPI D=vortex;
DISPLAY-SGCASTFC:AS D=AS1,DESTPI D=twesty;
DISPLAY-SGCASTFC:AS D=as1,0RI GPI D=vortex;
DISPLAY-SGCASTFC:;

SAMPLE OUTPUT

MML TH>disp-sgcastfc:;

AS SGP-C IPSP-AACTACTSGP
IPASIPSP-B IPSP-A ACT ACT IPSP

Table 7-17: SGCASTFC Display Values

STATUS
o ACT -ASisattive

INACOT A
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7.5.4 Destination Point Code (SGCDPC)

NAME
SGCDPC This managed object defines remote SS7 destination point code that is
reachable through a particular SG in a particular network appearance.
COMMANDS
ADD Adds anew point code that an SG can reach.

ADD-
SGCDPC: SGI D=sgid,DPC=dpc,NAI D=naid[,PRI ORI TY=priority];
MODIFY Modifies a point code that an SG can reach.
MODIFY-
SGCDPC: SGI D=sgid,DPC=dpc,NAI D=naid,PRI ORI TY=priority;
DELETE Deletes a point code that an SG can reach. At least one of the optional
parameters must be entered.
DELETE-SGCDPC: SGI D=sgid,DPC=dpc,NAI D=naid;
DISPLAY Displays the point code that an SG can reach.

DISPLAY-
SGCRK:[SGI D=sgid][,DPC=dpc][,NAI D=naid][,PRI ORI TY=priority];

PARAMETERS
sid The identification of the SG that can reach the specified point code. It isa
string of up to 15 characters.
dpc The point code that the given SG can reach. It is entered in the x-y-z
format, up to amaximum of 11 characters. See page 7-188 for more
information about this point code format.
naid Network Appearance ID of the specified point code. Vaid values are O-

OXFFFFFFFF.

f Note: When NAID=4294967295 (OxFFFFFFFF), NA field is not sent.

aspid The identification of the ASP. Itisastring of up to 15 characters. This
parameter is used to get the status of the remote point code as seen from
the specified ASP.
ERRORS

Database operation failed
Configuration limit exceeded

Record dready exidts
Record does not exist
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Invalid key

Missing key

Missing mandatory parameters
Invalid PC format

NA doesnot exist

DPC existsfor SP %d

Error configuring M3UA stack

EXAMPLES

ADD-SGCDPC: SGI D=53,DPC=8-8-8 NAI D=(;
DELETE-SGCDPC: SGI D=sg,DPC=8-8-8 NAI D=(;
DISPLAY-SGCDPC: SGID=gj;
DISPLAY-SGCDPC:NAID=(;

DISPLAY-SGCDPC:;

SAMPLE OUTPUT

MML TH>dis-sgcdpc: ;

DPC NAID SGID PCST ASPID

<SUCCESS>:: 1 record found
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7.5.5 Routing Key (SGCRK)

NAME

SGCRK _ _ _

Defines the route key associated with an AS.
COMMANDS

ADD
Addsaroute key.

ADD-SGCRK:RKID=rkid, TYPE= . DPC=dpc;

MODIFY type R
Modifies the definition of aroute key.

MODI FY-SGCRK:RKID=rkid[,DPC=dpc];

DELETE o _
Deletes aroute key. A route key can be deleted only if it is not assigned
toany AS.

DELETE-SGCRK:RKID=rkid;

DISPLAY _

Displays the parameters of aroute key.
DISPLAY-SGCRK:[RKID=rkid];
PARAMETERS

rkid N o

type The identification of aroute key. Itisastring of up to 15 characters.
Route key combination type. It is acharacter string that accepts the
following values:

* DPC Routing key that is only a DPC (default)

* DPC_OPCCombination of DPC and OPC

* DPC_OPC_CICCombination of DPC, OPC and CIC
* DPC_SIO Combination of DPC and SIO

* DPC_OPC_SIOCombination of DPC, OPC and SIO

dpc * DPC_CIC_SIOCombination of DPC, CIC and SIO
Destination Point Code. It is entered in the x-y-z format, up to a
maximum of 11 characters. See page 7-188 for more information about
this point code format.

ERRORS

Database operation failed
Configuration limit exceeded
Record already exists

Record does not exist

Invalid key

Missing key

Missing mandatory parameters
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EXAMPLES

ADD-SGCRK:RKID=r1,TYPE=DPC,DPC=1-1-1,
ADD-SGCRK:RKID=r2, TYPE=DPC,DPC=1-1-2,
ADD-SGCRK:RKID=r3, TYPE=DPC_OPC_CIC,DPC=2-2-2;
MODI FY-SGCRK:RKID=r1, TYPE=DPC_OPC,
MOD-SGCRK:RKID=r1,DPC=3-2-1,
DELETE-SGCRK:RKID=r3;

DISPLAY-SGCRK:RKID=r1,

DIS-SGCRK:;

SAMPLE OUTPUT

MML TH>DISPLAY-SGCRK:;

RKID TYPE DPC
rl DPC 11-11-11
xx DPC_OPC_CIC 9-9-1

<SUCCESS>:: 2 record found
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7.5.6 Routing Key Range (SGCRKRNG)

NAME

SGCRKRNG Defines arange that is associated with an existing route key (Routing
Key (SGCRK) on page 7-249) that has any TY PE except DPC. One
range at atime can be added or deleted.

COMMANDS

ADD -

Adds arange to an existing route key.
ADD-SGCRKRNG:RKID=rkid[,Sl =si][,OPC=0pc][,CI CMIN=cicmin]
[,CI CMAX=cicmax][,SSN=ssn];

DELETE . .
Deletes aroute key range. Only route keys that are not associated with
any AS can be deleted.

DELETE-SGCRKRNG: RKID=rkid[,Sl =si][,OPC=opc]
[,CICMIN=cicmin][,Cl CMAX=cicmax][,SSN=ssn];

DISPLAY .

Displays the parameters of aroute key range.
DISPLAY-SGCRKRNG:[RKID=rkid];
PARAMETERS

rkid - - . - . - -
Theidentification of an existing route key. It isa string of up to 15

g characters.

Service Indicator. It is acharacter string that accepts the following
values.

*SCCP

*SUP

*TUP

opc L . o ,
Origination Point Code of the originating SS7 node that is connected to
the SG. It isentered in the x-y-z format. See page 7-188 for more

ciemin information about this point code format.

The minimum number in aCIC range. It isastring of @ to 65535
cicmax character§ maximum. _ _ _
The maximum number in a CIC range. It isastring of @ to 65535
<N characters maximum.
Subsystem Number. It is an integer from 2 to 255.
ERRORS

Database operation failed
Configuration limit exceeded
Record already exists
Record does not exist
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Invalid key

Missing key

Missing mandatory parameters

Route key range aready exists

Route key range does not exist

Route key does not exist

CIC range overlaps with other rangesin this RK
CIC range error (CICMAX must be >= CICMIN)
RKRNG not applicable for RK of DPC type

EXAMPLES

ADD-SGCRKRNG:RKID=4,0PC=9-9-9,SI=ISUP;
DELETE-SGCRKRNG:RKID=4,
DISPLAY-SGCRKRNG:RKID=(;

SAMPLE OUTPUT
MML_TH>DIS-SGCRKRNG: ;

XX - 9-9-9 1000 2000 -

<SUCCESS>:: 1 records found
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7.5.7 Signhaling Gateway (SGCSG)

NAME
SGCSG . o
Configures remote Signaling Gateways.
COMMANDS
ADD . . . .
Adds aremote signaling gateway configuration.
ADD-SGCSG: SGI D=ggid,[MODE=mode];
MODIFY - - o
Modifies the configration of aremote signaling gateway.
MODI FY-SGCSG: SGI D=sgid,[MODE=mode];
DELETE

Deletes a configuration of aremote signaling gateway process (SGP).

DELETE-SGCSG: SGI D=ggid;
A Caution: A remote SG can only be deleted when it is not associated with A
any remote SGPs.
DISPLAY
Displays the configuration of aremote SG.
DI SPLAY-SGCSG:[SGI D=sgid[;
PARAMETERS
sgid
Identification of the signaling gateway. It isastring of up to 15
mode characters maximum.
Traffic modesin which the remote SGPs operatein this SG. Itisa
character string that accepts the following values:

* OVERRIDESGPs operate in override mode, where thereisonly one
primary SGP actively processing traffic while the
rest arein standby mode.

* LOADSHARESGPs operate in loadshare mode, where the traffic is
distributed across the active SGPs.

Default valueis LOADSHARE.
ERRORS

Database operation failed
Configuration limit exceeded
Record dready exids

Record does not exist

Invdid key

Missing key

Missing mandatory parameters
Error configuring M3UA stack
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SG does not exist
SGP exigtsin SG
DPC exigtsin SG

EXAMPLES

ADD-SGCSG: SGI D=gj;
DELETE-SGCSG: SGI D=g;
DISPLAY-SGCSG: SGID=gj;

DISPLAY-SGCSG:;

SAMPLE OUTPUT
MML_TH> DISPLAY-SGCSG:;

sg LOADSHARE
<SUCCESS>:: 1 record found
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7.5.8 Signaling Gateway Process (SGCSGP)

NAME
SGCSGP . o
Configures aremote Signaling Gateway Process (SGP).
COMMANDS
ADD . . . .
Adds a configuration for a new remote signaling gateway process.
ADD-
SGCSGP: SGPI D=ggpid,SGI D=sgid[,| P1=ip1][,| P2=ip2][,HOST
NAM E=hostname][,SCTPPORT=sctpport];
MODIFY . . o
Changes the configuration of aremote signaling gateway process.
MODIFY-
SGCSGP: SGPI D=sgpid[,SGI D=sgid][,| P1=ip1][,| P2=ip2][HOS
TNAME=hostname]

DELETE [,SCTPPORT=sctpport][ OPERST=0perst][ASPI D=aspid];
Deletes the configuration of aremote signaling gateway process.
DELETE-SGCSGP: SGPI D=sgpid;

Caution: Aremote SGP can only be deleted when it is NOT connected to

an ASP.

DISPLAY . o o
Displays the configuration of aremote signaling gateway process.

DI SPLAY-SGCSGP:[SGPI D=sgpid][ASPI D=aspid];
PARAMETERS

soid L . : .

Identification of the remote signaling gateway. It isastring of up to 15
sgpid characters maximum.
Identification of the remote signaling gateway process. It isastring of up

- to 15 characters maximum.

ipl . . .
Primary | P address used by the SGP to communicate over SCTP. Itisa
string of up to 15 characters maximum, entered in the dot notation,

ip2 decima format.

Secondary |P address used by the SGP to communicate over SCTP. Itisa

string of up to 15 characters maximum, entered in the dot notation,
hostname decimd format.

Domain name of the system where the remote SGP runs. Thisfield

can be used in place of the |P addresses if Internet Domain Name System
sctpport (DNS) isavailable. Input isastring of 128 characters.

operst Remote port number to which SCTP is bound. Default value is 2905.

Operation performed on a remote SGP from the specified ASP. Itisa
string that accepts the following value:
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ERRORS

* DI SCONNDiIsconnects an SCTP association between an ASP and a
remote SGP.

* CONN Establishes an SCTP association between an ASP and a
remote SGP.

* UP Activates an ASP so that it is available to all application
sarversit servesfor an SGP.

* DOWN Deactivate an ASP so that it is not available to all
application serversit servesfor an SGP. Thisdoes
not affect the SCTP association.

The identification of the ASP. It isastring of up to 15 characters. This
fidld isapplicable only when OPERST is specified. It indicatesthe
ASPinwhichthe OPERST isperformed. If not specified, the OPERS T
isappliedto al ASPs.

Database operation failed
Configuration limit exceeded
Record aready exists
Record does not exist

Invalid key
Missing key

Missing mandatory parameters
Invaid IP address

| P addresses cannot be identical
Invaid operation state request
Error configuring M3UA stack
Connection isaready down

Connection exists or is being established

ASPisup

Cannot delete SGP when AS exists

EXAMPLES

ADD-SGCSGP: SGI D=SG1,1 P1=155.226.147.189,| P2=155.226.147.189;

ADD-SGCSGP: SGID=SG1,1 P1=155.226.147.4,| P2=155.226.147 4,

PORT=2906;
MODI FY-SGCSGP: SGPI D=twesty,| P1=155.226.147.4,SCTPPORT=2905;
DELETE-SGCSGP: SGPI D=tweety;
DISPLAY-SGCSGP:;

SAMPLE OUTPUT

MML TH>dis-sgcsgp: ;
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SGPID: sylvester SGID: sgl
HOSTNAME :
IP1: 155.226.145.142 IP2:  SCTPPORT: 2905 ASSOCID: 1  OPERST: UP  STATUS: UP
ASPID: chip
SGPID: tweety SGID: sgl
HOSTNAME :
IP1: 155.226.145.143  IP2:  SCTPPORT: 2905 ASSOCID: 2  OPERST: UP  STATUS: UP
ASPID: chip
<SUCCESS>:: 2 records found
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7.5.9 Signaling Point to Network Appearance Mapping
(SGCSPNA)

NAME

SGCSPNA
This managed object defines a mapping between a Network Appearance

(NA) to aSignding Point (SP). Multiple SPs can share the same NA.

COMMANDS

ADD . o
Adds a new mapping between a Network Appearance and a Signaling
Point.

ADD-SGCSPNA: SPI D=spid,NAI D=naid,;

MODIFY - o _ _
Modifies the Network Appearance and Signaling Point mapping or
registration status of a particular Signaling Point.
MODIFY-SGCSPNA: SPI D=gpid[,NAI D=naid][,OPERST=0pert]

,ASPI D=aspid];

DELETE [ .asp d o
Deletes a mapping between a Network Appearance and a Signaling
Point.

DELETE-SGCSPNA: SPI D=spid;
Caution: Before an SGCSPNA is deleted, the NA status must be INACT.
Also, there must not be any AS configured for the associated SP.

DISPLAY _ o _ _
Displays the Network Appearance and Signaling Point mapping and
registration status of an SP.

DI SPLAYSG-SGCSPNA:[SPI D=gpid][,ASPI D=aspid];
PARAMETERS
spid
naid Signaling Point identification. It isan unsigned integer from0to 7.

Network Appearance identification. Valid values are 0-OxFFFFFFFF.
Multiple SPs may share the same NAID. Thisfield can only be modified
when the NA statusisINACT.

! Note: When NAID=4294967295 (OxFFFFFFFF), NA field is not sent.

operst
The operation state that is performed on the SP. It isa character string
that accepts the following values:
* ACT Activate an SP by registering the ASPto MTP as a
gateway process for the specified SP.
* INACT Inactivate an SP by removing the ASP’ s registration to
MTP for the specified SP. (default)
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aspid The identification of the ASP. Itisastring of up to 15 characters. This

fieldisoptiond:

» The OPERST is applied to the specified ASPif it is specified

» The OPERST isapplied to all ASPsif itisNOT specified

ERRORS

Database operation failed

Configuration limit exceeded

Record already exists

Record does not exist

Invaid key

Missing key

Missing mandatory parameters

Failed to establish communication with UPMD
SPisactive

SPisinactive

MTP not ready or not configured

Failed to query MTP (check upmd status)
Protocol mismatch between SPswith same NA
NA isused in other SP

ASexistsfor SP %d

SP activation in progress, please wait

EXAMPLES

ADD-SGCSPNA: SPI D=@,NAI D=@xffffffff;
ADD-SGCSPNA: SPID=1,NAI D=10J;

MOD-SGCSPNA: SPI D=0 ,NAI D=@xffffffff, OPERST=ACT,;

MODI FY-SGCSPNA: SPI D=1,NAI D=@xffffffff OPERST=ACT;

DELETE-SGCSPNA:SPID=1,
DISPLAY-SGCSPNA:SPI D=0,
DIS-SGCSPNA:;

SAMPLE OUTPUT

MML_ TH>DISPLAY-SGCSPNA: ;

<SUCCESS>:: 1 record found

vortex

SPID NAID OPERST STATUS
0 0 ACT ACT
0 0 ACT ACT

atomic
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Table 7-18: SGCSPNA Display Values
STATUS

SP registration Status

SGPID

SGHTdentificaron
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7.5.10 IP Server Process

NAME

SGCIPSP Configures an IP Application Server Process (1PSP).

COMMANDS
ADD

MODIFY

DELETE

DISPLAY

PARAMETERS
| pspid
Ipl
Ip2
Hosthame
Sctpport
Associd
Nwaspid

Operst

Addsan IPSP.

ADD-
SGCIPSP:1 PSPI D=ipspid[,| P1=ip1][,| P2=ip2][,HOSTNAME=h
osthame]
[,SCTPPORT=sctpport][,NWASPI D=nwaspid][,MODE=mode];
Modifies the configuration of an IPSP.

MODIFY-
SGCIPSP: 1 PSPI D=ipspid[,| P1=ip1][,| P2=ip2][,HOSTNAME=h
osthame]
[,SCTPPORT=sctpport][, NWASPI D=nwaspid][,OPERST=0perst
1[L,ASPI D=aspid] [, MODE=mode];

Deletesan existing |PSP.

DELETE-SGCIPSP: SGCI PSPI D=ipspid;

Displays the configuration of one or more | PSPs.
DI SPLAY-SGCI PSP: [ PSPI D=ipspid][ ,ASPPI D=aspid];

The identification of the IP Application Server Process (IPASP).
Primary | P address used by the PSP to communi cate with the ASPs
Secondary | P address used by the IPSP to communi cate with the ASPs.
Domain name of the system where the remote | PSP runs.

The remote port number to which SCTP is bound.

SCTP association ID for the association between the ASP and the | PSP.

Network ASP ID. It isaunique value that identifies an |PSP within an
IPAS.

The operation performed on aremote | PSP from a specified ASP. This
parameter is used only with the MODIFY and DISPLAY commands.
Thehandling of this parameter, together with the ASPID parameter,
hasto be performed in asimilar manner to the SGCSGP MO.
Mimicking the connections and availability scenarios between the
ASP and the SGP. It can assume the following values:

* DISCONN - Disconnect the SCTP association between an ASP and
aremote |PSP.
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M ode

Aspid

Satus

ERRORS

* CONN - Establishes the SCTP association between an ASP and a
remote IPSP (if modeis set to SERVER), or stands ready to accept an
association request from the peer-1PSP (if modeis set to CLIENT).

* UP - Activatesan ASP so that it is available to al application servers
it servesfor an IPSP.

* DOWN - Deactivates an ASP so that it is not available to any
application serversit servesfor an |PSP. This does not affect the
SCTP association.

Defines the client/server role for the purpose of SCTP association setup.
It can assume the following values:

* SERVER - Remote | PSP is defined as server, local side should
initiate SCTP association setup (default).

* CLIENT - Remote IPSP is defined as client, remote side should
initiate SCTP association setup.

The identification of the ASP forming the local side of IPSP
communication. Thisfield is applicable only when OPERST is specified.
It is used to indicate the ASP for which the OPERST is applied. If not
specified, the OPERST isapplied to al ASPs.

Thisisadisplay-only parameter, which showsthe actua connection
status between the IPSP and A SPs and assumes the same values as the
OPERST (i.e. status can be DOWN while the OPERST is UP, if the UP
action has not been completed successfully).

Database operation failed
Licensed number of I PSP reached
Configuration limit exceeded
Record already exists

Record doesnot exist

Invalid key
Missing key

Missing mandatory parameters

Invalid | P address

| P addresses cannot beidentical

Invalid operation state request

Error configuring M3UA stack
Connection is already down

Connection exists or isbeing established

ASP isdown

EXAMPLE

ADD-SGCI PSP:1PSPI D=0, P1=155.226.147.226.MODE=SERVER,
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SAMPLE OUTPUT

MML_ TH>disp-sgcipsp:;

IPSPID: shenyang NWASPID: 72 MODE: SERVER
HOSTNAME : IP1: 10.20.2.72 IP2: SCTPPORT: 2905
ASPID: jilin OPERST: UP STATUS: UP ASSOCID: 2

P Application Server (SGCIPAS)

NAME

SGCIPAS Configures aremote | P Application Server (IPAS) for aspecific Signaling Point
(SP).

COMMANDS
ADD Adds aremote IPAS configuration for a particular Signaling Point.
ADD_SGCIPAS: I PASI D=IPASI D,SPI D=spid, OWN_RKID=own_rkid,
RMT_RKID=rmt_rkid,RCID=rcid,| PSPLIST=ipsplist [,
MODE=mode][,MINASP=minasp][PDTIMER=pdtimer];
MODIFY Modifies the configuration of an AS.

MODIFY-
SGCIPAS: | PASI D=I PASI D[,SPI D=spid][,OWN_RKID=rkid]

[,LRMT_RKID=rmt_rkid][,RCID=rcid][,MODE=mode][,| PSPLIST=ips
plist][,PDTIMER=pdtimer];

DELETE Dedetesan AS configuration.
DELETE-SGCIPAS.| PASI D=IPASI D;

Note: An IPASmust have no registered IPSP actively processing traffic
BEFORE an IPAS can be deleted.

DISPLAY Displays the configuration of one or more AS(s).
DISPLAY-SGCIPAS[IPASI D=IPASI D];

PARAMETERS
Ipasid IPAS identification name.
Spid Signaling Point ID of an IPAS.

Rmt_rkid The remote Route Key ID that thisIPASis serving. The routing key this
parameter identifies defines the type of outgoing traffic, which should be
routed using thisIPAS. This routing key behaves similar to the SGCIPAS
routing key.
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Own_rkid

Rcid

M ode

Ipsplist
Minasp

Pdtimer

Theloca Route Key ID that thisIPASis serving. Therouting key this
parameter identifies defines the type of incoming traffic routed using this
IPAS. Thisrouting key behaves similar to the SGCAS routing key.

The Route Context associated with both local and remote routing keys. It
isaunique value assigned to represent the route key or traffic range
served by thisAS, and it must be identical to the one provisioned on the
peer IPAS. The samercid is used for both incoming and outgoing traffic
for aspecific IPAS. Hence for thisIPAS, thisvalue is expected to be the
same for al incoming/outgoing ASP Active, ASP Active Ack, ASP
Inactive, ASP Inactive Ack and DATA messages.

The traffic mode of the IPSPs for the specified IPAS. The vaue can be
one of the following:

* LOADSHARE - IPSPs are operating in a load-sharing mode, and the
traffic isdistributed to al active IPSPs.

* OVERRIDE - |PSPs are operating in an override mode, in which
thereisonly one primary IPSP that is actively processing traffic, and
the other IPSPs are in standby mode.

Theligt of IPSPsfor the specified IPAS.

The minimum number of Aspsin this ASthat must be active to handle

load and keep the AS active. This parameter is required only when the

MODE parameter isLOADSHARE.

The pending timer is the amount of time, in seconds, to wait for an ASP

to become active before deleting any messages in the pending queue.

Note: The IP address and hostname fields are mutually exclusive, i.e. only 1P addresses OR
a hostname can be specified at any given time, not both.

ERRORS

Database operation failed
Licensed number of ASP reached
Configuration limit exceeded
Record already exists

Record doesnot exist

Invalid key
Missing key

Missing mandatory parameters

Invalid I P address

| P addresses cannot be identical

Invalid operation state request

Error configuring M3UA stack
Connection is already down

Connection exists or is being established

ASP isdown
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EXAMPLE

ADD-SGCIPAS: I PASID=1,0WN_RKID=r1, RMT_RKID=r2, RCID=1, SPID=1,
| PSPLIST=IPSPY/IPSP2, MODE=LOADSHARE, MINASP=1,

SAMPLE OUTPUT

MML TH>disp-sgcipas:;

IPASID: IPAS SPID: 7 OWN RKID: rk local RMT RKID: rk remote
RCID: 7572

MODE: LOADSHARE MINASP: 1 IPSPLIST: shenyang PDTIMER: 1
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cnapter 5: DY StEM Processes

8.1 ChapterOverview

This chapter provides descriptions of the Signaling Gateway Client system processes
(daemons) and their configuration files. The system processes are summarized in the
following table.

Table 8-1: Process Summary

New Command Description
AccessAlarm Startsthe Alarm handling process
(alarmd)
AccessMOB (moab) Starts the Managed Object Browser graphicd user interface
AccessOMAP Starts the Operations, Maintenance, and Administration process (optional)
(omapd)
AccessSNMP Startsthe SNMP agent
AccessStatus Starts monitoring SS7 links.
AccessMonitor Starts the system software status monitor
apmd Starts Application Process Manager (APM) daemon.
dkmd Distributed Kernel Memory (DKM) manager dagmon.
dsmd Sets up the distributed shared memory manager system process.
isupd Startsthe ISUP user part
logd Startsthe log process (LOG_MNGR) for message logging capabilities
mlogd Starts master event log daemon.
mmi Starts the Man-Machine Language user interface
mml Starts the Man-Machine Language user interface
netd Sets up connections for inter-machine messaging in distributed environment
rtc_agent Sets up and maintains remote TCAP connections in a distributed environment
scmd Startsthe SCCP user part
aspd Startsthe Signaling Gateway Client Application Server processes
spmd Starts the Distributed? infrastructure
temd Sets up the TCAP multiplexer.
upmd Starts User Part Multiplexer
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8.2 ProcessListing

o

v

I mportant: Pleaserefer to Chapter 2: Distributed7 Overview for alist of the user
commands with external dependenciesto make sure your environment has the necessary
software libraries.

To use Digtributed?, set the SEBSHOM E environment variable and include SEBSHOME/
access/bin in the command path. The SEBSHOM E environment variable should be set to
the path where the Distributed7 software isinstalled.

To st the variable, use a C-shell command similar to this sample:
setenv EBSHOME /<samedir>/<mydirs>/<mySS7>
I mportant: $EBSHOME must be less than or equal to 1024 characters.

To add the Distributed? bin directory into the command path, use the following command:
setenv PATH ${PATH}:$EBSHOME/access/bin
On-line reference manuals on all system processes are also available in the Distributed7
system. These reference manuals are provided in the form of manual pages so that the user
can invoke the UNIX standard man(2) utility to review the information contained in them.

The Distributed7 manua pages are provided within the $EBSHOM E/access'manpages
directory. Therefore, the user should set the M ANPATH environment variable asfollows:

setenv MANPATH ${MANPATH}:$EBSHOME/access/manpages
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8.2.1 AccessAlarm (alarmd)

NAME

AccessAlarm or
alarmd

SYNOPSIS

Starts the alarm handling process.

AccessAlarm [-0] [-d dir] [-n nfile] [-m msize]
alarmd [-0] [-d dir] [-n nfile] [-m msize]

DESCRIPTION

AccessAlarm or
alarmd

This daemon isresponsible for collecting, analyzing, logging, and
displaying alarm messages that may be generated by the user/kernel-
Space components comprising the Distributed7 system software and/or
user application programs running under the Distributed7 environment.
A list of alarm conditions that may be encountered by the Distributed7
system softwareis provided in the form of a set of darm text filesthat are
al located in the SEBSHOME/access RUN/config/ALARM directory.
These files contain information about all alarm conditions that may be
encountered by a particular software module and about the specifics of
the individual alarm conditions, e.g., darm module identifier, group
identifier, severity, alarm text, and associated parameters. The severity
and/or text of aparticular alarm condition can be modified by the users of
the Distributed?7 product s mply by editing the information contained in
these files and re-starting the alarmd daemon. Care should be taken,
however, not to change the module and group identifier information as
well as the number of parameters supplied within individual aarm text
messages, as this mideads the alarmd daemon.

A list of individual alarm groupsis provided within the alarmGroups file
under the $EBSHOM E/accessRUN/config/ALARM directory. Also
listed in this directory isthe alarmConfig file, which contains
configuration related information for use by the alarmd daemon
(whether messages collected by the alarmd daemon should be displayed
on the system console in addition to being logged for off-line analysis).
Unlessthe -d dir command line option isin use, The log files maintained
by the alarmd daemon are located under the $EBSHOME/access RUN/
alarmlog directory and they dl start with the AccessAlarms prefix. Users
interested in reviewing the contents of the alarm log files maintained on
specified hosts within a Distributed7 environment can use the ebs _report
command-line utility, i.e., for retrieving and displaying selected pieces of
information tored in darm log files.

While in operation, alarmd will be registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
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v

-d dir

-n nfile

-mmsize

FILES

under the name ALM_MNGR—amacro defined in the <api_macro.h>
header file.

This option is used to overwrite the time stamp information contained in
the alarm message received. By default, the time stamp information is
popul ated when the alarm message is submitted, i.e., at the point of
origination. alarmd uses thisinformation asis.

Stores alarm log files on specified host machines. By default, alarm log
filesarelocated under the alarmlog directory in the SEBSHOME/
access’/RUN directory. If the dir is specified, thealarm log filesare
expected to be located under the dir/alarmlog directory. If dir directory
(or alarmlog sub-directory) does not exist, alarmd will make an attempt
to create al necessary directories.

Allows a maximum number of nfilelog filesto co-exist under the log
directory at any time. When this count is exceeded, delete the oldest log
file to create room for new log files. By default, alarmd alows up to 10
log filesto co-exist, where each log file can grow up to msize kilobytesin
size. The absolute maximum number of log filesthat can co-exist on a
systemis 100.

Allows each log filein log directory to grow to msize kilobytesin size.
By default, alarmd allows each log file to grow to 512 kilobytesin size
before it starts writing into a new log file. When the total number of log
files exceeds the limit set viathe nfile argument, alarmd deletes the
oldest log file before creating anew log file.

Note: The alarm processis automatically started by the apmd process and does not have to
be started separately. This command is only needed to activate the ALM_MNGR processif it
is deactivated while the systemis running.

I mportant: Refer to the Maintenance Manual for trouble reports and alarm definitions.

$EBSHOM E/access RUN/config/ALARM/alarmGroups
$EBSHOME/access'RUN/config/ALARM/alarmConfig
$EBSHOM E/accessRUN/alarmlog/AccessAlarms.*

Rdated I nformation

* Section 8.2.7, apmd on page 8-280
* Section 9.2.25, ebs_report
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8.2.2 AccessMOB (mob)

NAME
AccessM OB

SYNOPSIS

AccessMOB
mob

DESCRIPTION

AccessMOB or
mob

¥

Starts the graphical user interface.

Starts the Managed Object Browser graphical user interface for node
configuration of all managed objects of anode (instead of using MML).

The mob interface for a specified signalling point can be started
automaticaly by the apmd daemon (at system start-up time) provided
that thereis a corresponding entry in the apmd configuration file.
Alternatively, it can be started manually from the command line.

Whilein operation, mob will be registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
under the name GUI_ MNGR(sp) (a macro defined in the <api_macro.h>
header file).

Thelogical signaling point number used with upmd, or sgc_stop.

I mportant: The upmd process MUST be running before executing this command. Use
ebs _psto confirmthat these processes exist.

Rdated I nformation

* Section 8.2.13, mml on page 8-292
* Section 8.2.20, upmd on page 8-303
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8.2.3 AccessOMAP (omapd)

NAME

AccessOMAP or

omapd

SYNOPSIS

Starts the SS7 OMAP process.

AccessOMAP [-g report_frequency] sp
omap [-q report_frequency] sp

DESCRIPTION
AccessOMAP or

omapd

Starts the SS7 Operations, Maintenance, Administration Part (OMAP)
process. The omapd daemon is responsible for collecting and storing
various pieces of SS7-specific measurements data associated with a user-
specified signalling point (SP). This dataincludes information about
Message Transfer Part (MTP) Level 2 (collected at 30-minute intervals)
and Level 3 measurements (collected at 5- and 30-minute intervals),
Signalling Connection Control Part (SCCP) measurements (collected at
30-minute intervals), and Transaction Capabilities Application Part
(TCAP) measurements (collected at 30-minute intervals).

The log files maintained by the omapd daemon are located under the
$EBSHOME/access RUN[0-7]/omaplog directory for the corresponding
signalling point. Usersinterested in reviewing the contents of thelog files
maintained by the omapd daemon and generating summary reports can
usethe omap report command-line utility (or customized versions of
it) whose source code listing is given under the $EBSH OME/access/
sample/lomap directory. Alternatively, the cam retrieve() function, which
is part of the Distributed7 OAM API Library, can be used to retrieve
measurements data collected by the AccessOMAP daemon.

The omapd daemon for a specified signalling point can be started
automatically by the apmd daemon (at system start-up time) provided
that there is a corresponding entry in the apmd configuration file.
Alternatively, it can be started manually from the command line.

Asan operationa practice, the AccessOMAP daemon on each host needs
to be started prior to starting the daemon processes associated with the
MTP, SCCP, and TCAP layers on that hogt. If this practiceis not
followed, then the measurements data collected and stored by the
AccessOMAP daemon do not include the first set of statistics reported by
theindividual SS7 protocol layers. Also, if any of these SS7 protocol
layers are instantiated on multiple hosts, then the AccessOMAP daemon
for the corresponding signalling point needs to be started on al such
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hosts in order to be able to collect measurements data through all
involved hosts.

Whilein operation, omapd is registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
under the name OMAP_MNGR(sp) (amacro defined in the
<api_macro.h> header file).

-qreport_frequency Thisoption is used to specify the time interval in minutes at which
all measurements are collected. If this option is not specified, then the
measurement interval defaults to 30 minutes

P Thelogical signaling point number.

FILES

$EBSHOM E/accessRUN[0-7]/omaplog/mtp2.mmddyy
$EBSHOM E/access RUN[0-7]/omaplog/mtp3.mmddyy
$EBSHOM E/access RUN[0-7]/omaplog/mtp3_5min.mmddyy
$EBSHOM E/access RUN[0-7]/omaplog/sccp.mmddyy
$EBSHOM E/access RUN[0-7]/omaplog/tcap.mmddyy
$EBSHOM E/access RUN/omaplog/tcap.mmddyy

$EBSHOM E/access/'sample/omap/omap_report.c

$EBSHOM E/access'sample/omap/M akefile

I mportant: The upmd process must be running before executing this command. Use ebs ps
to confirmthat these processes exist.

NOTES

When the TCAP over TCP/IP feature isin use, the TCAP layer will report its OMAP
statistics to the AccessOMAP instance associated with the signalling point 0. Unless this
instance of AccessOMAP isalive, no OMAP measurements data will be collected for
TCAP [over TCP/IP] applications. Also note that since this datais not associated with any
signalling point, per se, it will be saved under the $EBSHOM E/access RUN/omaplog
directory as opposed to being saved in $EBSHOM E/access RUN[0-7]/omaplog directory.
The omap_report utility contains built-in intelligence to search through all appropriate
directoriesto locate the log files maintained by the AccessOM AP daemon.

The omapd daemon archives the log files under the omaplog directory every week by
moving them to aomaplog.mmddyy directory that is at the same level asthe omaplog
directory. It is highly recommended that users check on the size of accumulated omaplog
files on their system from time to time and clean up the old log files from their system to
guard against excessive disk space consumption.

Related Information
* Section 8.2.7, apmd on page 8-280
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8.2.4 AccessSNMP

NAME
snmp_p

SYNOPSIS

$EBSHOME/access/bin/snmp p[-a] -v12sp
$EBSHOME/access/bin/AccessSNMP [ -a] -v 12 p

Simple network management protocol interface.

DESCRIPTION

AccessSNMP Starts the SNMP agent which replies to all the SNMPv1 and SNMPv2
requests that come from network managers. It responds according to the
MIB view of Distributed?.

|dentifiesthe signalling point of interest.

This daemon is responsible for establishing a standardized interface
between externa network management entities and the Distributed?
platform using version 1 or version 2 Simple Network Management
Protocol (SNMP). The selection of the SNMPv1 vs. SNMPv2 protocol is
viathe"-v" command line option provided to snmp_p at the time of
program invocation.

The snmp_p interface for a specified signaling point can be started
automatically by the apmd daemon (at system start-up time) provided
that there is a corresponding entry in the apmd configuration file.
Alternatively, it can be started manually from the command line.

Whilein operation, snmp_p will be registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
under the name PRTCL_MNGR(sp) (amacro defined in the
<api_macro.h> header file). This behavior of SNMP agent can be
changed using the "-a" command line option. where SNMP agent will use
the Digtributed7 hostname assigned to a machine instead of using the
official hostname for that machine.

Upon start-up, snmp_p will perform the following tasks:
* read through the SNMPv1 and SNMPv2 "*.conf" files located under

the corresponding $EBSH OM E/accessRUN* /config/SNMP
directory

* establish a transport endpoint for communication with external
management entities using the User Datagram Protocol (UDP)

* spawn the corresponding snmp_i daemon to be able to perform
Managed Object related tasks if and when it becomes necessary

* wait for UDP datagrams from external network management entities
or trap requestsinitiated by the Distributed7 system software

shmp_p
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When the snmp_p daemon receives a UDP datagram from an externd
management entity, it will interact with the corresponding snmp _i
daemon (i.e., in order to resolve and process the incoming request) and
reply to the originating party with an appropriate response. Alternatively,
when the snmp_p daemon receives atrap request viathe snmp_i
daemon, it will relay this request to the external network management
entity viaadatagram.

Notethat it is also possible to define interfaces between the Distributed7
alarm handler and the snmp_i daemon process such that shmp _pis
informed about selected alarm conditions that occur on the Distributed?
platform and it subsequently notifies the external network management
entitiesto that effect by generating SNMP trap requests. Thislatter
capability involves customizing of the alarmd daemon by manipulating
the AImExt.c file provided under the SEBSHOM E/access/sample/alarm
directory, re-compiling/linking the source/object codesin that directory,
and subsequently replacing the default alarmd daemon executable under
the $EBSHOM E/access/bin directory with the newly constructed
version of it. More information about this procedure can be found in the
Distributed7 User Manual.

The operations of the snmp_p daemon are controlled viathe SNMPv1
and SNMPv2 Management Information Base (MIB) text filesand SNMP
command table located under the $EBSHOM E/access RUN/config/
SNMP directory. Following initial system software instalation, both of
these files can be edited to customize the operations of the Distributed?
SNMP agent (e.g., by modifying the access privileges, defining attributes
for additional managed objects, modifying existing SNMP commands
and/or introducing additional ones).

$EBSHOME/accessyRUN/config/SNM P/etc directory must be copied by the syssem admin-
istrator to all appropriate $EBSHOM E/accessRUN*/config/SNMP directories with the

"* conf" extension and hand-edited to specify the Internet Protocol (1P) address of the exter-
nal network management entity and setup-related system parameters. Once this step is suc-
cessfully completed, the Distributed7 SNMP agent can be started properly. For further
information about these configuration files and their exact use, refer to the Distributed7
documentation.

! Important: Following initial software installation, all configuration files listed under the

FILES

$EBSHOM E/accessRUN/config/SNMP/README
$EBSHOM E/accessRUN/config/SNMP/mib_text.v1
$EBSHOM E/accessy RUN/config/SNMP/mib_text.v2
$EBSHOM E/accessy RUN/config/SNM P/snmp_cmnd.thl
$EBSHOM E/access/RUN/config/SNM P/etc/acl.ini
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$EBSHOM E/accessyRUN/config/SNM P/etc/community.ini
$EBSHOME/accessy RUN/config/SNM P/etc/context.ini
$EBSHOME/accessy RUN/config/SNM Pletc/party.ini
$EBSHOM E/accessyRUN/config/SNM Pletc/trap.ini

$EBSHOM E/accessyRUN/config/SNM P/etc/view.ini
$EBSHOME/accessRUN< s p#>/config/SNM P/acl.conf
$EBSHOME/accessRUN< s p#>/config/SNM P/lcommunity.conf
$EBSHOME/accessRUN< s p#>/config/SNM P/context.conf
$EBSHOME/accessRUN<_ s p#>/config/SNM P/party.conf
$EBSHOME/accessRUN<_ s p#>/config/ SNM P/trap.conf
$EBSHOME/accessRUN<_ s p#>/config/SNM P/view.conf
$EBSHOM E/access/sample/darm/AImExt.c
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8.2.5 AccessStatus

NAME

AccessStatus Monitors signalling point configuration, MTP level 2 and level 3 status,

SYNOPSIS

and traffic capacity utilization of SS7 links.

AccessStatus sp

DESCRIPTION

AccessStatus Displays a scrollable tcl window with one row of information for each

P
DISPLAY

SS7 link defined in the corresponding Signalling Point (sp). AccessStatus
can be started on each host where the Distributed7 CORE system is
running. Thisisto say that MTP/L2 or MTP/L3 is not necessary in order
to sart AccessStatus.

Upon start-up, AccessStatus gets the current link information from the
MTP/L3 and displays information only for theselinks. If alink is added
or deleted, MTP/L3 will inform all AccessStatus processes so that the
correct link information can be displayed.

Signalling point number of the system.

For each link entry, the following information is displayed:

LinkSet
Link
SLC
L3State

Inhibit

ProcOut

L2State

The linkset name of the link

Thelink name

Signdling Link code of the link

MTP/L3 status, can be one of the following:

« failed - link is unavailable

 available - link is available

Inhibition, can be on of the following:

e local - link islocally inhibited

 remote - link is remotely inhibited

* loc/rem- link islocally and remotely inhibited
Processor Outage, can be one of the following:

« local - local processor outage is set

* remote - remote processor outage is set

* loc/rem - local and remote processor outage is set
MTP/L2 state of the link, can be one of the following:
* pow_off - power off

* 00S - out of service
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e init_al - initial alignment
» alg_ready - alignment ready
* alg_not - alignment not ready
*is-inservice
SueCnt * proc_out - processor outage
SUERM (Signalling unit Error Rate Monitor) counter

TxFrame
RxFrames Number of transmitted frames per second
TxBand Number of received frames per second
RxBand Transmit bandwidth usage in percentage
Receive bandwidth usage in percentage
EXAMPLE
AccessStatus 0

Sarts up AccessSatus for signalling point O.
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8.2.6 AccessMonitor

NAME

AccessMonitor Starts the system software status monitor.

SYNOPSIS

AccessMonitor <sp#>

DESCRIPTION

AccessMonitor Provides the ability to monitor the status of the SS7 protocol stack

SY
EXAMPLE

running on multiple hosts within a Distributed7 environment, viaa
selected host, with a Graphical User Interface (GUI). It supports both
stand-alone and distributed configurations. When executed under a
distributed configuration, it a'so monitors the health of the kernel-level
TCP/IP connectionsto al remote hosts on an on-going basis.

Upon start-up, AccessMonitor brings up amap of hoststhat are currently
configured and accessible through the local host. The main window gives
general information about the current status of SS7 layers for each host
and the TCP/IP connections among al active hosts on the system. By
selecting each active layer from the main window, a new window for
each layer will be created which displays further, more detailed, status
information about daemon processes and STREAM S components.

Signalling point number of the system.

AccessMonitor 0
Sarts up AccessMonitor for signalling point O.
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8.2.7 apmd

NAME

apmd
Starts Application Process Manager (APM) daemon.

SYNOPSIS
apmd [-c|gx] [-f cfdfil€]

DESCRIPTION

apmd
Starts the apmd daemon, which isagenera application process manager.

Its primary responsibility is to create and manage processes according to
instructions specified in an apmconfig configurationfile. Itisaso
responsible for processing application requests (placed with APM library
calls) for creation of anew process, communication between parent and
child processes, detection of child process termination, and network-
based inter-process communication viaUNIX signals. Theapmd isaso
capable of communicating with its peers on other hostsin a distributed
processing environment (e.g., to spawn a process on aremote host or
send signals to remote processes). This communication is message-based
and uses the functionality provided by the Distributed7 SPM library.

Starts the AccessCRP (Call Routing Point) version of apmd. The
$PRODI D and $RUNI D environment variables must be set to
appropriate values prior to program execution. This version supports
multiple application domains on a single host. The settings of the above
environment variables are used to determine the specific apmd instance
to invoke.

Startsthe AccessSERVICES version of apmd. The $SDOMID
environment variable must be set to an appropriate value prior to
program execution. This version supports multiple application domains
on asingle host. The current setting of the $SDOMI D environment
variable is used to determine the specific apmd instance to invoke.

Startsthe normal Distributed? version of apmd. The SEBSHOME
environment variable must be set to an appropriate value prior to
program execution. This version does not support multiple application
domains on asingle host. The apmd daemon executes in alocal-exclusive
mode, i.e., only oneinstance of this verson of apmd may be executing on

f chefile ahost.
Use the configuration file specified by cfgfile instead of the default. By

default, apmd uses the apmconfig or apmconfig.old configuration file

under an appropriate release directory. (See the FILES section.)
! I mportant: The IPC shared memory segment for the APM trace functionality must be

created in advance using the apm_trinit utility. If it isnot created, then apmd will terminate.
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The apmd supports different types of application environments, as described by the options
(c, s, x). If the user does not explicitly specify one of the options in the command, apmd
will determine the appropriate environment based on environment variable settings and the
following logic:

of $DOMI D is s&t, it assumes an AccessSERVICES environment.

of $DOMI D is not set but $PRODI D and $RUNID are s, it assumes an AccessCRP
environment.

« |f none of the above environment variables are set but SEBSHOME is s, it assumes a
basic Digtributed7 environment.

The AccessSERVICES and AccessCRP versions of apmd support multiple application
domains on asingle host. Multiple instances of either version of the apmd daemon can be
invoked on a single host to create and manage independent sets of application processes.
The basic Distributed7 version does not support multiple application domains. Only one
instance of thisversion can exist on ahost. However, al three versions of the daemon may
coexist on agiven host.

Similar to the UNIX init(1) daemon, apmd maintains an internal run state during itslife
cycle. Thisrun state corresponds to a software configuration which specifies a group of
processes that should be spawned by apmd. The configuration of active processes for
different run states is defined in the apmconfig file. The run state of apmd changes either
when it executes a pre-defined scenario from the apmconfig file which putsit in anew
state or when the apm_setstate utility is used to request state change from the command
line.

Once gtarted, apmd reads all entries listed in apmconfig and copies the information to an
internal process control table. From then on, apmd will use the information stored in the
interna process control table. It will not consult the apmconfig file until the execution of
the apm_update utility causesit to re-read the configuration file.

Thefirg run state is retrieved by apmd from apmconfig during start-up. When apmd starts,
it searches the apmconfig file for an initdefault entry. If one exists, apmd uses the run state
specified in that entry asthe initia state to enter. If an initdefault entry does not exist in the
apmconfig file, then apmd enters arun state asfollows:

* In AccessCRP environments, it movesto the D state.
* In AccessSERVICES environments, it movesto the A state.
« In Distributed7 environments, it movesto theinit state.

When apmd hasitsinitial state, and whenever its run state changes, apmd scans all entries
listed initsinternal process control table and executes each line that has an execution state
which matchesits current state. If the execution state of a particular process entry does not
match the current run state, this entry is completely ignored. When an entry instructs apmd
to spawn a process, apmd reads the entry for the processfirst, and then identifies the host
where the process should be created. If the host is not local, apmd contacts its peer on the
appropriate remote host and submits the process entry to that apmd for processing. For
entries specifying the local host, apmd crestes a new child process and executes the user-

specified program.
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The apmd can be configured to do more than smply spawning and terminating processes.
Each entry in the process control table also specifies the behavior of apmd during the start-
up and life of achild process. For example, apmd can be programmed to wait a specified
time for an acknowledgment that a process has started (or terminated) before executing the
next entry. It can also be programmed to take certain actionsif and when a child process
terminates. During the life of a process, apmd can be programmed to continually monitor
the process through heartbeat request messages, which require heartbeat response
messages from the process.

An entry in the process table may also instruct the apmd to change its run state to a new
state after executing the line. This action will cause apmd to again scan the process control
table. But now the lines with execution states matching this new state will be executed,
possibly executing new scenarios, e.g., spawning a new set of processes and/or terminating
an existing set of processes.

During its operations, apmd reports al process-related activities and run state changes to
the mlogd process. The mlogd process creates a permanent record of these activitiesin the
master log files on the local host.

When apmd is requested to terminate processes, it takes the actions described in the
apm_stop, apm_kill, and apm_killall utilities.

FILES
The default configuration file names are asfollows:
Distributed7 version: $EBSHOME/access'RUN/config/PM GR/apmconfig
AccessSERVICES version: $EBSHOME/access'RUN/config/PM GR/apmconfig.old
AccessCRP version: $APPHOME/apmconfig.old

Rdated Information

* Section 8.2.12, mlogd on page 8-290

* Section 9.3.8, apm_start on page 9-401

* Section 9.3.9, apm_stop on page 9-403

* Section 9.3.3, apm_kill on page 9-390

* Section 9.3.4, apm_killall on page 9-392

* Section 9.3.16, apm_update on page 9-417
* Section 9.3.5, apm_ps on page 9-394

* Section 8.3.1, apmconfig on page 8-305
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8.2.8 dkmd

NAME
dkmd

SYNOPSIS

Distributed Kernel Memory (DKM) manager daemon.

dkmd [-ps] [-m module(s)]

DESCRIPTION
dkmd

-m module

This daemon is responsible for setting up, maintaining, and tearing down
the Distributed Kernel Memory (DKM) and Distributed Record Access
(DRA) infrastructures that are available as part of this release of the
Distributed7 system software. The DKM infrastructure allows kernel-
resident applications executing under a distributed Distributed7
environment to share kernel-space information in an efficient manner by
reading/writing through local copies of kernel-space data that are
replicated on all hostsinvolved. The DRA infrastructure builds upon the
DKM and isintended to fulfill the needs of database-oriented kernel-
resident gpplications. It isthrough the DRA framework, akernel
application can view its kernel-space datain the form of a distributed
database and operate on it.

The dkmd daemon expects the netd daemon on the local host to be up
and running when it startsits execution. The only exceptionto thisruleis
when the dkmd daemon is started in the stand-alone mode, using the -s
command-line argument. The dkmd daemon on a particular host is
normally started automatically by the apmd daemon on that host
provided that thereis an entry in the apmd configuration file.
Alternatively, it can be started manually from the command-line.

Whilein operation, the dkmd daemon on each host will be registered
exclusively with the Distributed7 environment on that host as a daemon
object, under the name DKM_MNGR (amacro that is defined in the
<api_macro.h> header file).

Collect performance statistics by running asmall set of performance
benchmark tests upon start-up. The collected statistics can be retrieved at
alater time smply by sending a SIGUSR1 signal to the dkmd daemon.
Execute in standalone mode. Note that in this mode of operation, dkmd
daemon acts as alock manager only, which smply facilitates protected
access to a kernel-resident memory space allocated on the local host.

Push STREAM S modul es specified over the DKM multiplexer in the
specified order.

Reated I nformation
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* Section 8.2.7, apmd on page 8-280
* Section 8.2.15, netd on page 8-294
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8.2.9 dsmd

NAME
dsmd

SYNOPSIS
dsmd [-5]

DESCRIPTION
dsmd

Sets up the distributed shared memory manager system process.

Allocates, maintains, and de-all ocates resources associated with the
distributed shared memory (DSM) subsystem that is available as part of
the Signaling Gateway Client Release 1.0.0 system software. The dsmd
process performs these functions on behalf of application programs that
issue requests through the libdsm AP library cdlls.

Executes the process in stand-alone mode. This mode of operation causes
the dsmd process to act as alock manager to facilitate protected accessto
the IPC shared memory segments allocated on the local host.

A distributed shared memory segment allows processes executing on the
individual hosts of a Distributed7 environment to attach local copies of
the segment to their virtual address space. In other words, UNIX IPC
shared memory is replicated on each host. The processes share
information by reading/writing from/to these segments. To prevent
inconsistencies and/or collisions when reading/writing through a DSM
segment, processes must always use synchronization variables (e.g. read/
write locks) when reading/writing through local copies of the segment.

The dsmd processis normally started automatically by the apmd process
on aparticular host. To be started automatically, the command must be an
entry in the apmd configuration file (e.g. apmconfig in Section 8.3) for
the host. The dsmd process can a so be started from the command-line. In
either case, the netd process must aready be running, unlessthe -s option
is used. While running, the dsmd process on each host is registered
exclusively with the Distributed7 environment on the local host asa
daemon object called, DSM_MNGR [a macro defined in the
<api_macro.h> header filg].

Once the dsmd process starts, it contacts its peers across the network to
find out if any DSM segment has already been created. If one has, dsmd
will request information about al segments so it can synchronize itself.
After it is synchronized, it starts servicing application requests placed by
processes executing on the local host. Most DSM requests require
communication between the dsmd processes on the individual hosts.
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I mportant: The dsmd daemon features a built-in auditing mechanism that has been
designed to ensure the consistency of various pieces of dynamic data that are associated
with the DSV subsystem and maintained by the dsmd daemon on behalf of application
processes. The frequency of these audits varies based on the nature of the data being audited
(e.g., lock records are audited more frequently than other pieces of dynamic data in an effort
to identify leftover locks as quick as possible). While this auditing mechanismis deemed as
essential for correct operation of the DSV subsystem in unsupervised mode, users can still
disable/re-enable this mechanism by sending a SGUSR2 signal to the dsmd daemon
process. Each time this signal is received, dsmd will toggle a software flag that controls
whether automatic audits should be performed. By default, thisflag is enabled. SGUSR1
signal, on the other hand, causes the dsmd daemon to display the current values of its
operational parameters. Both signals are instrumental for debugging purposes only;
therefore, should not be used under normal circumstances.

Rdated Information

* Section 8.2.7, apmd on page 8-280
* Section 8.2.15, netd on page 8-294
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8.2.10 isupd

o

NAME
isupd
SYNOPSIS

isupd sp# [-5] [-{]

DESCRIPTION
isupd

Startsthe ISDN User Part daemon process.

Sets up and configures the ISDN User Part (ISUP) for a particular
signalling point under the local Distributed7 environment. Theisupd
daemon performs various Signalling Message Handling (SMH) functions
required by the ISDN User Part.

I dentifies the signalling point on the host.

Activates the standal one mode of operation. When thisoptionis
specified, isupd will disable all DSM related activities, which are
essential for maintaining the integrity of the ISUP user-space datain a
distributed mode of operation, in order to achieve better performance.

Runsisupd in single-threaded mode. The default isupd mode is multi-
threaded, but specifying this option will allow isupd to runin single-
threaded mode.

The isupd daemon for aparticular signalling point can be started
automatically by the apmd daemon, if thereisan entry for it in the
configuration file. Alternatively, it can be started from the command line
with this command. Anisupd instance for each signaling point can exist
on ahost. The number of isupd instancesthat can coexist on a particular
host machine varies, depending on the number of SP's configured on that
machine.

Whilein operation, isupd will be registered exclusively with the
Distributed7 environment on the local host as a daemon object for
configuration message handling and as an SS7 object for protocol
message handling. The registration name for isupd as a daemon object is
ISUP_MNGR(sp#). Refer to the <api_macro.h> header filefor a
definition of this macro.

I mportant: The upmd process must be running before executing this command. Use ebs ps

FILES

to confirmthat these processes exist.

$EBSHOM E/access RUN\fI <sp#>\fR/DBfiles/isup.DB
$EBSHOM E/access RUN\fI <sp#>\fR/DBfil es/isupnode.DB
$EBSHOME/access RUN\fI <sp#>\fR/DBfiles/isupcgrp.DB
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$EBSHOM E/access RUN\fl <sp#>\fR/DBfilesfisupect. DB

$EBSHOME/access RUN\f I <sp#>\fR/

Rdated Information

* Section 8.2.7, apmd on page 8-280
* Section 8.2.18, spomd on page 8-300
* Section 8.2.20, upmd on page 8-303
* Section 8.2.17, scmd on page 8-298

DBfiles/isuptmr.DB
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8.2.11 logd

NAME
logd
SYNOPSIS
logd [-d] [-alh|o] [-f lodfil€]
DESCRIPTION
logd

Startsthe Log process (LOG_MNGR).

Activatesthe LOG_MNGR process which outputs the messages |ogged
from Distributed7 processes that have had the message logging
capability activated with ebs _log or spm _log(). It isregistered
exclusively as a daemon object to the Distributed7 environment on the
local host. By default, logd outputs the messages to the standard outpui,
but can aso send them to afile.

The information displayed for each message includes a message
identifier, a date/time stamp, source and destination addresses, message
type, message size, priority-level, and contents of the data portion of the
message. The destination address information is always expressed in the
L_IPCKEY format. The message size field contains information about
both the overall message size and the size of the data portion of the

d message.

Displays additional information. An extraline of output is displayed

which shows the origination point where message logging for a particular

message took place, i.e., host and STREAMS multiplexer.

-a

h Displays message contentsin ASCI| format.

o Displays message contentsin hexadecimal format (default).
£ logfile Displays message contentsin octal format.

Displays information to the standard output and also storesit in thefile

named logfile. Without this option, logd will only display information to

the standard output.

If logd isinitially invoked with this option, output to the file can be

enabled/disabled by sending a SIGUSR2 signd to the logd process. Each

time thissigna isreceived, logd will toggleits current log status.
Related Information

* Section 9.2.12, ebs |og on page 9-347
» spm_log() from the SGC API Reference Manual

Copyright ¥ NewNet Communication Technologies
Page 8 289



160-3001-01 Signaling Gateway Client User
Manual

8.2.12 mlogd

NAME
mlogd
Starts master event log daemon.
SYNOPSIS

mlogd [-c|s|x] [-V] [-d dir] [-m msiz€] [-a asiz€]

DESCRIPTION
mlogd _

Starts the mlogd daemon which collects and processes log messages
generated by system and application processes, messages are generated
using the APM API library log macros. The mlogd daemon is normally
started by the apmd daemon, but it could be started from the command
line.
Starts the AccessCRP version of mlogd. The $PRODID and $RUNID
environment variables must be set to appropriate values prior to program
execution.

Startsthe AccessSERVICES version of mlogd. The $SDOMID
environment variable must be set to an appropriate value prior to
program execution.

Starts the normal Distributed? version of mlogd. The $SEBSHOME
environment variable must be set to an appropriate value prior to
program execution.

This option is used to overwrite the time stamp information contained in
the log message received. By default, the time stamp information is
popul ated when the log message is submitted, i.e., at the point of
origination. mlogd uses thisinformation asis

Runs mlogd in verbose mode. This mode causes mlogd to print the
specifics of log messages received from other processes on the system
_d dir console.

Stores master/dlternative log files on specified host machines. By defaullt,
master/alternative log files are stored under mlog and alog directories,
respectively, in the SEBSHOME/accessRUN directory. If thedir is
specified, the master/alternative log files are stored under the dir/mlog
and dir/alog directories, respectively. If dir directory (or one of its sub-
directories) does not exist, mlogd will make an attempt to create all
necessary directories.

Allows mlog directory to grow to msize kilobytesin size. By defaullt,
mlogd alows mlog directory to grow to 8192 kilobytes(i.e,, 8
megabytes) in size before cleaning up dated mlog files.

-mmsze
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-a asize Allows alog directory to grow to asize kilobytes in size. By default,
mlogd allows alog directory to grow to 8192 kilobytes (i.e., 8
megabytes) in size before cleaning up dated alog files.

The mlogd daemon a so supports multiple versions of apmd. If the user does not explicitly
specify onein the command, then mlogd determines the version by the following logic:

o f SDOMID is st it assumes an AccessSERVICES environment.

« f $DOMID isnot set but $PRODI D and $RUNID are s, it assumes the AccessCRP (Cdll
Routing Point) environment.

« |f none of the above environment variables are set, but SEBSHOME is s, it assumesthe
basic Digtributed7 environment.

The mlogd daemon is normally started by the apmd daemon as the very first process. Only
iIf it isthe first process can it collect and process ALL log messages generated by processes
that are subsequently started. The mlogd analyzes the log options in the incoming log
messages to send them to the specified destinations. It also formats each message. The
destinations may include the master or aternate log files on the local host, the system
console, the local printer, the local alarm handler daemon, and/or MMI agents such as
MML and GUI. Log messages that carry the E_M L og and/or E_AL og options are stored
inlocal log files permanently.

FILES

The master log files generated and maintained by mlogd are named according to the
following convention:
$EBSH OM E/accessy RUN/mlog/M L og.mmddyy

The alternate [secondary] log files generated and maintained by mlogd are named as
follows
$EBSHOME/accessRUN/al og/AL og.mmddyy

The mmddyy string is the current month, day, and year, each expressed in atwo-digit
numeric format.

NOTES

mlogd will delete the oldest log file in the master log directory when the size of that
directory reaches 8Mbytes to prevent excessive accumulation of log files on the system.
Similarly, it will delete the oldest log filein the aternate log directory when the size of that
directory reaches 4Mbytes. Users can overwrite these default settings by using the -m and/
or -a command line options at start-up. For example, to accommodate 32MB of storage
space for master log files and 16MB of storage space for aternate log files, one must
invoke mlogd asfollows:

mlogd -m 32768 -a 16384

Rdated | nformation

* Section 8.2.7, apmd on page 8-280
* Section 8.3.1, apmconfig on page 8-305
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8.2.13 mml

NAME

mml
Starts man-machine language interface

SYNOPSIS
mml [ -d] [ -f filename]

DESCRIPTION

mml
Allows node/configuration management tasks on a user-specified

signalling point (SP) using a customized version of the Man-Machine
Language (MML) interface language. instead of the graphical user
interface). When an mml session is started, the following prompt will be
displayed by default: MM TH>. Thetermina handler prompts may be
customized by setting the MML_PROMPT environment variable.
Whilein operation, mml will be registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
under the name MML_MNGR(sp) (a macro defined in the
<api_macro.h> header file).

OPTIONS
-d . . .
Disable ksh technique that allows use of specid keys (e.g., arrow keys) to
f filename recall previoudy entered MML commandsat MML prompt line.
The batch process MML commands included in filename prior to
5 returning control to user at the prompt line.
Thelogical signalling point number used with upmd.
FILES

$EBSHOME/access RUN/config/MML/params.txt
$EBSHOM E/accessRUN/config/MML/hel p.text

Rdated I nformation

* Section 8.2.7, apmd on page 8-280
* Section 8.2.2, AccessM OB (mob) on page 8-271
* Section 8.2.14, mmi on page 8-293
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8.2.14 mmi
NAME
mmi
Starts man-machine language interface
SYNOPSIS
mmi [ -d] [ -f filename]
DESCRIPTION
mml . . I
Allows node/configuration management tasks on a user-specified
signalling point (SP) using a customized version of the Man-Machine
Language (MML) interface language. instead of the graphical user
interface). mmi isarestricted version of mml that provides the same set
of capabilities for managed objects that are not associated with a specific
signaling point. Thus, one cannot use the mmi utility to perform SS7-
related node/configuration management tasks. When an mmi sessionis
started, the following prompt will be displayed by default: MMI_TH>.
The terminal handler prompts may be customized by setting the
MMI_PROMPT environment variable.
Whilein operation, mmi will be registered exclusively with the
Distributed7 environment on the local host machine as a daemon object,
under the name MMI_MNGR (amacro defined in the <api_macro.h>
header file).
OPTIONS
-d
Disable ksh technique that allows use of specia keys (e.g., arrow keys)
f filename to recall previoudy entered MMI commands at MMI prompt line.
The batch process MMI commands included in filename prior to
returning control to user at the prompt line.
FILES

$EBSHOME/accessRUN/config/MM | /params.txt
$EBSHOME/access RUN/config/MM I /hel p.text

Reated | nfor mation

* Section 8.2.7, apmd on page 8-280
* Section 8.2.2, AccessM OB (mob) on page 8-271
* Section 8.2.13, mml on page 8-292
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8.2.15 netd

NAME

netd
Starts TCP/IP network daemon.

SYNOPSIS
$EBSHOME/accessbin/netd [ -dn] [ -i ] [ -S]

DESCRIPTION

netd
Starts the netd daemon process, which sets up and maintains the

STREAM S-based kernel-level interfaces from the local host's SPM to
the SPMs of remote hostsin a distributed Distributed7 environment. The
netd daemon process registers exclusively with the Distributed?
environment on the local host as the daemon object, NET_MNGR. This
daemon processis required only for distributed configurations.

The kernd-leve interface is built upon revision 1.5 of the Transport
Provider Interface (TPI) specifications, and utilizes the connection-
oriented TCP/IP protocol suite. Thisinterface alows the processes that
operate in the distributed network to exchange inter-machine messagesin
areliable and high-performance manner.

This daemon isresponsible for controlling the operations of distribution
related NTWK, HOST, and TCPCON managed objects. The distributed
processing environment, such as remote hosts and the TCP/IP
connections between hosts, is defined by these managed objects. A
distributed configuration can be a single TCP/IP connection between two
hosts, or amaximum of eight host machines and/or redundant LAN
configurationsin which dual TCP/IP connections are set up between each
and every host included in the network.

The netd daemon can be started automatically by the apmd daemon at
system start-up time, provided that there is an entry in the SEBSHOME/
access’'RUN/config/PMGR/apmconfig file. Alternatively, it can be
started manually from the command line.

The EBSHOME environment variable must be set before invoking this
daemon as it makes use of this variable to locate various configuration
d files.
Thisoption is used to disable the built-in LAN interface testing feature of
the netd daemon. When disabled, Distributed7 software cannot
effectively detect and/or act upon failures, such as those resulting from
disconnected or cut LAN cables. By default, thisfeature is enabled.
This function indicates that the Solaris |P Network Multipathing (IPMP)
featureisin use; therefore, operations that involve LAN interfaces will
need to be closely coordinated between Distributed7 and IPMP software
(e.g., detection of failure or repair of afailed LAN interface).

Page 8 294
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The IPMP feature was introduced in Solaris 10 OE update 2 (10/00)
release and it enables a host machine to have multiple network ports
connected to the same subnet. This capability coupled with multiple
network connections per subnet provide a host with one or both of the
following advantages: [1] resilience from network adapter failure; [2]
increased data throughput for outbound traffic. Since IPMP featureis
intended to provide fully transparent recovery at TCP layer, when this
option is specified, Distributed7 will not make any attempts to recover
from single LAN interface failures (i.e., since IPMP software is expected
to bein charge of "faillover" and "failback" operations).

Note that one may need to fine tune the duration of "failure detection
time" used by IPMP software and/or TCP/IP heartbeat interval in use by
Distributed? software across individual TCP/IP connections to ensure no
heartbeat failure would occur during so-called "failover blackout”
periods. This can be achieved by taking one of the following approaches:
[1] reducing "failure detection time" value in use by IPMP softwareto a
value less than five times the length of TCP/IP heartbeat interval in useg;
[2] increasing the length of TCP/IP heartbeat interval in use to be more
than one fifth of the "failure detection time" value in use by IPMP
software.

Thisoption is used to enable optional ndd checksin an effort to detect
dual-LAN cable disconnects more reliably and quickly. By default,
Distributed? relies on “ cable disconnected/problem” messages reported
through the STREAMS log to detect LAN cable disconnects. There are
times, however, when dual-LAN cable disconnects are neither reliably
nor quickly reflected in the log messages. This option instructs the netd
daemon to conduct an additional set of checks using the ndd utility to
detect dual-LAN cable disconnects more reliably and quickly.

Note that this option can be used only for newer type LAN interfaces,
such as/dev/hme or /dev/qgfe, and does not support older interface types,
such as/dev/1e.

This option allows netd to execute in stand-alone mode. In this mode of
operation, netd bars TCP/IP connections to remote hogts.
FILES

$EBSHOM E/access RUN/DBfiles/net_ntwk.DB
$EBSHOM E/access RUN/DBfiles/net_host.DB
$EBSHOM E/accessRUN/DBfiles/net_tcpcon.DB

Related I nformation
* Section 9.2.3, ebs_audit on page 9-332
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8.2.16 rtc_agent

NAME
rtc_agent

SYNOPSIS
rtc_agent sp ssn

DESCRIPTION
rtc_agent

Remote TCAP agent

This daemon process sets up and maintains remote TCAP connections
under a Distributed7 environment, as necessitated by the tcm_rmtopen()
function call.

The rtc_agent daemon processis dways started indirectly, i.e., asaresult
of anindirect apm_spawn() call, on behaf of the TC application
invoking the tcm_rmtopen() function call. It must therefore never be
started manually from the command line.

On each front-end host machine, only asingle instance of the rtc_agent
daemon process may exist for agiven SP/SSN pair, regardless of the
number of remote TC applications running on the back-end machines.
This meansthat the rtc_agent daemon processis spawned when the
tcm_rmtopen() function isinvoked by aremote TC application for the
very first time, and that it is not terminated until al instances of that TC
application terminate—at which time rtc_agent terminates automaticaly
aswell. Thus, it is perfectly norma for thertc_agent daemon process on
afront-end machine to serve the needs of multiple TC applications
running on one or more back-end machines at a given time.

The primary function of the rtc_agent daemon processisto perform
message routing between the TCAP layer software running on back-end
machines and the SCCP layer software running on the front-end machine.

For outgoing messages, i.e., messages originated by remote TC
applications and destined to the SS7 network, rtc_agent injectsthe
message into the SCCP layer on thelocal host, from whereit is
transported to itsfinal destination. In the reverse direction, rtc_agent is
responsible only for relaying the message to the TCAP layer running on
one of the back-end machines. The actual delivery of incoming messages
to an appropriate TC application on an appropriate back-end machine
remains as the responsibility of the TCAP layer. However, it is possible
to establish some level of control over the message routing policy of the
rtc_agent daemon process in the incoming direction, i.e., for messages
received from the network, when invoking the tcm_rmtopen() call as
follows:

of tertmuser field of the tcmopts_t datatypeis set to a value of
L_TC RMTUSER PRIMARY, theregistering TC application is
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considered a primary candidate to receive incoming TCAP messages
through the rtc_agent daemon process.

f te rmtuser field of the tcmopts t data typeis set to a value of
L_TC RMTUSER_SECONDARY, theregistering TC applicationis
considered a non-primary candidate, and is not normally delivered
any incoming TCAP messages through the rtc_agent.

Note that no restrictions are imposed by Distributed7 on the maximum

number of primary and/or secondary remote TC applications that can co-

exist at agiventime. Thus, it is up to the TC application to impose any
such redtrictions.

The specifics of the message routing policy employed by thertc_agent

areasfollows:

* Search for aprimary TC application first.

« If more than one primary instance exists, use round-robin selection
criteriato select which primary instance receives the incoming TCAP
message.

* If no primary instance exists, search for a secondary instance.

* |f more than one secondary instance exists, use round-robin selection
criteriato select which secondary instance receives the incoming
TCAP message.

Whilein operation, rtc_agent is registered exclusively with the

Distributed7 environment on the local host machine as a daemon process

object under the name RTC_MNGR—amacro defined in the

<api_macro.h> header file.

P This argument identifies the signalling point associated with the remote
TC application invoking the tcm_rmtopen() call.
ssn This argument identifies the SCCP subsystem number associated with

the remote TC application invoking the tcm_rmtopen() call.

Related Information
* Section 8.2.7, apmd on page 8-280
* Section 3.2.20, apm_spawn() on page 3-19 in the SSB SGC API Reference Manual
* Section 10.2.18, tcm_rmtopen() on page 10-24 in the S8 SGC API Reference Manual
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8.2.17 scmd

NAME

scmd
Initializes the Signalling Connection Control Part (SCCP) multiplexer.

SYNOPSIS
scmd sp#

DESCRIPTION

scmd
Starts the SS7 daemon process, scmd, which initializes and administers

i the SCCP for asignaling point on the local system.

Identifies the logical signaling point number of the node on the system to
be configured; should be the same one used with the related upmd
command.

The scmd daemon registers exclusively with the Distributed7
environment on the local host machine as the daemon object,
SCM_MNGR(sp#). An scmd instance for each signalling point can exist
on ahost.

The scmd daemon initializes the SCCP multiplexer, linksit to the UPM,
and downloads it with the configuration information from the
configuration database files located in the $EBSHOME/access/
RUN\fI <sp#>\fP/DBfiles\fR directory. If no pre-configured data existsin
the database, the following warning message occurs.

Thereisno spc in the database

The SCCP multiplexer provides routing control, connectionless control,
connection-oriented control, and management functions required by the
SCCP protocol layer.

The scmd daemon for a particular sp# can be started automatically by the
apmd by making an entry in the associated configuration file (such as

apmconfig). It can aso be started from the command line.
I mportant: The upmd process must be running before executing this command. Use ebs ps

to confirmthat they exist.

NOTES

The scmd daemon requires the upmd daemon for the corresponding signalling point to be
up and running. It also requiresthe M TP protocol for that signalling point to be configured
using the Distributed7 Managed Object interface, i.e., by manipulating the M TP managed
object parameters. If the M TP protocol is not configured when the scmd daemon is started,
scmd will suspend its execution indefinitely until this operation is completed before it
proceeds with its normal start-up procedures. Note that under such circumstances, it will
not be possible to see the scmd entry in the ebs_pslisting until the MTP protocol is
configured.
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FILES

$EBSHOM E/access RUN<sp#>/DBfiles/snsp.DB
$EBSHOM E/access RUN<sp#>/DBfiles/subsys.DB
$EBSHOM E/access RUN<sp#>/DBfiles/cpc.DB
$EBSHOME/access RUN<sp#>/DBfilessmate.DB
$EBSHOM E/access RUN<sp#>/DBfiles/gtentry.DB

Related | nfor mation

* Section 8.2.7, apmd on page 8-280
* Section 8.2.20, upmd on page 8-303
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8.2.18 spmd
NAME
spmd
Startsthe Distributed? infrastructure.
SYNOPSIS
spmd
DESCRIPTION
spmd
Initializes and sets up the foundation of the multi-layered STREAMS
architecture required by the Distributed? infrastructure.
The spmd daemon configures the device drivers, TRMOD module, and
Service Provider Module (SPM, aso known as the signalling point
multiplexer). The somd daemon registers exclusively with the
Distributed7 environment on the local host as a daemon object called
SPM_MNGR.
On start-up, the spmd daemon first opens and initializes the SPM
multiplexer to establish soft links to the SS7 signalling board device
drivers (shs334, pci334, pci3xpq, pci3xapq, cpe3xpg, pmc8260 and
artic8260) asthey are configured using the MMI/NMI interfaces. The
spmd also assumes the responsibility of removing these links during
system software shutdown.
The spmd daemon can be started automatically by the apmd process at
system start-up time provided that there is an entry in the SEBSHOME/
access’'RUN/config/PMGR/apmconfig file. It can also be started from
thecommand line.
Note: The apmd processis now responsible for process management.
FILES
$EBSHOME/access RUN/DBfiles/'spm_ss7board.DB
$EBSHOME/access RUN/DBfiles'spm_class.DB
$EBSHOME/access RUN/DBfiles'spom_port.DB
$EBSHOME/access/drv/sal.* .rel
$EBSHOME/access/drv/imtpl2.* .rel
Related Information
* Section 8.2.7, apmd on page 8-280
* Section 8.2.20, upmd on page 8-303
* Section 8.2.15, netd on page 8-294
* Section 9.3.8, apm_start on page 9-401
Page 8 300
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* Section 8.2.17, scmd on page 8-298
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8.2.19 tcmd

NAME

tcmd

SYNOPSIS
tecmd

DESCRIPTION
tcmd

Sets up the TCAP multiplexer.

Sets up and configures the Transaction Capabilities Application Part
(TCAP) multiplexers under the local Distributed7 environment. The
TCAP multiplexer provides dialogue-oriented functions for use by the
Transaction Capability (TC) application processes.

The TCAP multiplexer of Distributed? provides run-time support for
different TCAP variants (ANSI or CCITT) and allows TCAP
applications to exchange TCAP messages using SCCP or TCP/IP
protocols. The TCAP multiplexer must be installed and the tcmd process
must be running to use the capabilities of the Distributed7 TCAP library,
libtcap.a. Thislibrary also supports both TCAP variants and both the
SCCP and TCP/IP transport service providers. It replacesthe TCAP
libraries of earlier releases.

The tcmd process can be started from the command line or automatically
by the apmd system process. To start tcmd automatically, the command
must be an entry in the apmd configuration file (e.g. apmconfigin
Section 8.3). While running, the tcmd processis registered exclusively
with the Distributed7 environment on the local host as a daemon object
caled, TCM_MNGR [amacro defined in the <api_macro.h> header
filg)].

supported for backward compatibility, only. It may be discontinued in future releases of the

! I mportant: The previous version of the TCAP library (libatcap.a and libctcap.a) is il

Distributed7 product.
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8.2.20 upmd
NAME
upmd
Sets up the User Part Multiplexer.
SYNOPSIS
upmd sp#
DESCRIPTION
upmd . : :
Sets up and configures the User Part Multiplexer (UPM) for a particular
Signalling Point (sp) under the local Distributed7 environment. The
primary responsibility of the UPM isto perform various Signalling
Message Handling (SMH) functions and Signalling Network
Management (SNM) functions required by the Message Transfer Part
ot (MTP) Layer 3 protocol.

o

Signaling point number of the logical node. It isusualy O for asingle or
first node, but canbe 1, 2, 3, 4, 5, 6, or 7. When the INE feature is being
used, up to eight logical nodes can be started and configured, but all must
have different signalling point numbers.

On gtart-up, the upmd daemon opens and initializes the appropriate UPM
multiplexer and links it to the bottom of the previoudly initialized SPM.

After start-up, upmd interacts with the other upmd instances across the
network, if there are any, in an effort to synchronizeitslocal database
files so that the signalling points on individual machines start from the
same copy of the database.

The upmd subsequently continuesits life by monitoring various events
associated with the corresponding UPM, handling MMI/NMI requests
that may be initiated by the users, and taking appropriate actions.

While in operation, the upmd daemon on each host registers exclusively
with the Distributed7 environment on that host as the daemon object,
UPM_MNGR(sp#) (amacro defined in <api_macro.h>). A upmd
instance for each signaling point can exist on ahost.

The upmd daemon for a particular sp# can be started automatically by
the apmd by making an entry in the associated configuration file (such as
apmconfig). It can also be started from the command line.

I mportant: The SEBSHOME environment variable must be set before invoking this
daemon because the variable is used to locate the MTP database files.

FILES

$EBSHOM E/access RUN<sp#>/DBfiles/mtp_|3timer.DB
$EBSHOM E/access RUN<sp#>/DBfilesmtp_link.DB
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$EBSHOME/access RUN<sp#>/DBfiles/mtp_linkstat.DB
$EBSHOME/access RUN<sp#>/DBfiles/mtp_|set.DB
$EBSHOME/access RUN<sp#>/DBfiles/mtp_|setstat.DB
$EBSHOME/access RUN<sp#>/DBfilessmtp_route. DB
$EBSHOME/access RUN<sp#>/DBfilessmtp rsidx.DB
$EBSHOME/access RUN<sp#>/DBfilesmtp_rtset.DB
$EBSHOME/access RUN<sp#>/DBfilesmtp_dtimer.DB
$EBSHOM E/access RUN<sp#>/Dbfiles/mtp_alias.DB
$EBSHOME/access RUN<sp#>/DBfilessmtp_sp.DB

Rdated I nformation

* Section 8.2.7, apmd on page 8-280
* Section 8.2.17, scmd on page 8-298
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8.3 ConfigurationFiles
8.3.1 apmconfig

NAME

apm_config apmd configuration file

SYNOPSIS
$EBSHOM E/accessRUN/config/PM GR/apmconfig

DESCRIPTION

tag:estate action: sstate:fstate hstate: astate: nstate:acktime retryent:retryint:
retrydel:hbeatint: progid:groupid:priclass.clparams.dirpath: process

Configuration file which controls the operations of the apmd daemon process. It is
composed of individual entries with the position-dependent syntax defined in the
synopsis. Thefields of the entry must be separated by a: character, with no white spacein
theline. Each entry is delimited by anemine. A maximum of 512 characters are permitted
for each entry. Comments may be inserted as separate lines using the convention for
comments described in sh(1). A sample of the default fileislisted on page 8-313.

Important: Thefirst statement in the file must be verson=1.0.0 or version 1.2.0. The apmd
process must know that the entriesin the file follow Release 1.x.y conventions.

When creating and/or modifying the file, the following guidelines should be observed:

* Each line must contain the correct number of fields and must be formatted correctly. If aline
Isincorrect, then apmd ignoresthe entriesin the file. However, it logs the line number at
which an error or incongstency was encountered.

» The UNIX path namesfor the executables are valid and correct.

* The start-up and steady-state information provided for individual entries must not conflict
with other entries, which could cause undesired loopsin processing.
The apmd processisasinteligent asthelogic provided in the apmeconfig file!

» Shell scripts which areinvoked from an entry must have a statement in thefirst line that
specifieswhich shdll verson to beinvoked (e.g., #/bin/sh to invoke plain UNIX shell).

* After making any changes to the contents of the file while the system is running, you must
Issue the apm_update command to notify the apmd daemon to re-read and execute thefile.

There are no limits on the number of entries. The entry fields are defined as follows:

tag An aphanumeric string used to uniquely identify a processin the
id@host format when operating in a network of hosts. Theid isan
alphanumeric string that uniquely identifies the process on the host
machine identified by host. The @host portion may be omitted for
processes on the local host because the system will automatically
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substitute thisinformation. Thetotal size of the id@host string cannot
exceed 24 characters.

The state(s) that the apmd must be in for this entry to be executed. If the
apmd’ s run state while executing this fileis among the states specified in
thisfield, the entry is executed. Otherwise, it isignored. A maximum of
16 execution states may be specified for an individua entry. Multiple
execution states must be separated from each other with only the |
character - no white space should exist. If no states are defined for estate,
then the entry will be executed every time apmd executes thefile.
Execution states are defined by the developer and may have names that
are up to 4 aphanumeric characterslong.

The action(s) that apmd should take on the process identified in the
processfield. Severa key words exist that are recognized by apmd.
Actions are only taken if apmd’ srun state matches astate in the estate
field. Vaid actions are:

* initdefault: An entry with this action is scanned only once when
apmd isinitidly invoked. Thisentry is used to determine the initia
run state for apmd. Thisinitial run stateis set to the first execution
state specified in the estate field of thisentry. If the apmconfig file
does not contain an entry with the initdefault action type, apmd
determinesitsinitia run state asfollows:
for the AccessSERVICES verson, stae A
for the AccessCRP version, state D
for the basic Distributed7 version, state init

* once: If the process named in the processfield is not running, apmd
should start it and proceed to the state specified in appropriate state
field. The apmd should not wait for the process stermination and it

should not restart the processif the process terminates. After starting
the process, apmd will go to the state specified in one of the
following state fields. The state field it will access depends on the
contents of acktime and actions of the process. Based on this
combination of results, each state field should hold an appropriate
apmd run state.
adtate - 1) acktime field holds anon-zero value and a positive
acknowledgment was received from the process
empty) 2) no acknowledgment is expected (acktimeis 0 or

nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within thetime
gpecified in acktime
sstate - 1) process terminates with an exit code of 0, at any time
fdate - 1) process terminates with a non-zero exit code, at any

edate

action

time
2) processiskilled by asignal it could not handle
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* auto: If the process named in the process field is not running, apmd
should start it and proceed to the state specified in appropriate state
field. The apmd should not wait for the process s termination. From
then on, provided the process terminatesits execution within
retrydel seconds, restart the process at periodic intervals as specified
viatheretrydel setting and repeet this pattern forever. A missing or
zero value of retrydel makes this action type equivaent to "once"
and disables the periodic start-up capability. Smilarly, at any point in
time, if the processfails to terminate its execution within retrydel
seconds, the periodic start-up capability is automatically disabled.
After starting the process, apmd will go to the state specified in one
of the following statefields. The state field it will access depends on
the contents of acktime and actions of the process. Based on this
combination of results, each state field should hold an appropriate
apmd run State.
adtate - 1) acktimefield holds a non-zero value and a positive
acknowledgment was received from the process
2) no acknowledgment is expected (acktimeisO or
empty)
ngtate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within the time
specified in acktime
sstate - 1) process terminates with an exit code of 0O, at any time
fdtate - 1) process terminates with a non-zero exit code, at any
time
2) processiskilled by asignd it could not handle
The exit code of the process at termination time has no
impact on the periodic start-up capability. Aslong asthe
process somehow manages to terminate its execution
within
retrydel seconds, an attempt will be made by apmd to re-
start it at the end of retrydel seconds.

« failsafe: If the process named in the processfield is not running,
apmd should start it and proceed to the state specified in appropriate
state field. The apmd should not wait for the process s termination
but it should restart the process if start-up fails (fstate). The process
should not be restarted if it exits with azero exit code. After initialy
starting the process, apmd will go to the state specified in one of the
following state fields. The state field it will access depends on the
contents of acktime and actions of the process. Based on this
combination of results, each state field should hold an appropriate
apmd run sate.
adtate - 1) acktimefield holds a non-zero value and a positive

acknowledgment was received from the process
2) no acknowledgment is expected (acktimeisO or
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empty)

nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within the time
gpecified in acktime
sstate - 1) process terminates with an exit code of 0, at any time

(do not restart process)
fdate - 1) process terminates with a non-zero exit code (at any
time)
2) processiskilled by asigndl it could not handle
The apmd should keep attempting to restart the process
until

it starts or until the number of attempts that occur in
retryint seconds exceedsretrycnt. A delay of retrydel
seconds should occur between attempts.
hgtate- 1) number of attemptsto restart processin the last
retrydd
seconds has exceeded the value in retryent
The cycle of restart attempts described in fstate should not
begin for 60 seconds.

* respawn: If the process named in the processfield is not running,
apmd should start it and proceed to the state specified in the
appropriate state field. The apmd should not wait for the process's
termination but it should restart the processif start-up fails (fstate).
The process should not be restarted if it exits with azero exit code.
After initidly starting the process, apmd will go to the state specified
in one of the following state fields. The statefield it will access
depends on the contents of acktime and actions of the process. Based
on this combination of results, each state field should hold an
appropriate apmd run state.
adtate - 1) acktimefield holds a non-zero value and apositive

acknowledgment was received from the process
2) no acknowledgment is expected (acktimeisO or
empty)
nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within thetime
gpecified in acktime
sstate - 1) process terminates with an exit code of 0, at any time

(do not restart process)
fotate - 1) process terminates with a non-zero exit code (at any
time)
2) processiskilled by asignal it could not handle
The apmd should keep attempting to restart the process
until

it starts or until the number of attempts that occur in
retryint seconds exceedsretrycnt. A delay of retrydel
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HGAMSHEY SRS OB YeRbALSARiSS in the last
hage

seconds has exceeded the value in retrycnt
No further attemptsto restart the process will be made.

« wait: If the process named in the processfield is not running, apmd
should start it and wait for it to terminate. After the process
terminates, it can proceed to the state specified in the appropriate
state field. (No other activitieswill occur until the process
terminates.) The state field it will access depends on the contents of
acktime and actions of the process. Based on this combination of
results, each state field should hold an appropriate apmd run state.
adtate - 1) acktimefield holds a non-zero value and a positive

acknowledgment was received from the process
ampty) 2) no acknowledgment is expected (acktimeisO or

nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within the time
specified in acktime
sstate - 1) process terminates with an exit code of 0, at any time
fstate - 1) process terminates with a non-zero exit code, at any

time
2) processiskilled by asignal it could not handle
» Off: If the process named in the processfield is currently running,
generate a SIGTERM signal to terminateit. If the process does not
terminate within the next 3 seconds, send a SIGKILL signal to
terminate it. Then, switch to state specified in sstatefield. If the
processis not running, ignore this entry.

* setstate: Change the current run state of apmd to the state specified
inthe sstate field.

The success state that apmd will be set to when the process terminates
with a zero exit code. Two separate states, start-up and steady-state, may
be defined in thisfield. The start-up success state is only used when
apmd starts up, i.e., the apmconfig file is being executed for thefirst
time. From then on, only the steady-tate success state is used.

Each state is defined by the devel oper and may have anamethat isup to
4 alphanumeric characterslong. Thefirst statein the field is the start-up
state, followed by the steady-state. The two success states must be
separated from each other by the - character, with no white space. A
single state in the field implies both the start-up state and steady-state are
the same. Either or both fields may be set to don't care. To set the Sart-up
stateto don't care, thisfield must contain the - character followed by the
steady-dtate success state. To set the steady-state success state to don’t
care, thisfield must contain the start-up state followed by the - character.

SState
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feate

hgtate

adate

If thisfield is empty, then both start-up and steady-state success states are
don'tcare

Thefailure state that apmd will be set to when the process terminates
with a non-zero exit code or the process terminates because of asignal it
could not handle. Two separate states, start-up and steady-state, may be
defined in thisfield. The start-up failure state is only used for failures
when apmd initidly starts up, i.e., first time apmconfig file is executed.
From then on, only the steady-state failure state is used.

Each state is defined by the devel oper and may have a namethat is up to
4 alphanumeric characterslong. Thefirst statein the field is the start-up
state, followed by the steady-state. The two failure states must be
separated from each other by the - character, with no white space. A
single state in the field implies both the start-up state and steady-state are
the same. Either or both fields may be set to don’t care. To set the start-up
sateto don't care, thisfield must contain the - character followed by the
steady-state failure state. To set the steady-state failure state to don't care,
thisfield must contain the start-up state followed by the - character. If
thisfield is empty, then both start-up and steady-state failure states are
don'tcare

The hopel ess state that apmd will be set to when retrycnt successive
attempts to restart the processfail within theretryint interval. Two
separate states, start-up and steady-state, may be defined in thisfield. The
start-up hopeless state is only used when apmd initially startsup, i.e.,

first time apmconfig file is executed. From then on, only the steady-state
hopeless state is used.

Each state is defined by the devel oper and may have a namethat is up to
4 aphanumeric characterslong. Thefirst state in the field isthe start-up
state, followed by the steady-state. The two hopel ess states must be
separated from each other by the - character, with no white space. A
single state in the field implies both the start-up state and steady-state are
the same. Either or both fields may be set to don't care. To set the start-up
sateto don't care, thisfield must contain the - character followed by the
steady-state hopeless state. To set the steady-state hopel ess state to don't
care, thisfield must contain the start-up state followed by the - character.
If thisfield is empty, then both start-up and steady-state hopel ess states
aredon't care.

The positive acknowledgment state that apmd will be set to when a
positive acknowledgment is received from the process during the
acknowledgment interval or when no acknowledgment messageis
expected. Two separate states, start-up and steady-state, may be defined
inthisfield. The start-up state is only used when apmd initidly starts up,
i.e, first time apmconfig file is executed. From then on, only the steady-
state acknowledgment stateis used.

Each state is defined by the developer and may have anamethat isup to
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4 alphanumeric characterslong. Thefirst state in the field is the start-up
state, followed by the steady-state. The two states must be separated from
each other by the - character, with no white space. A single statein the
field implies both the start-up state and steady-state are the same. Either
or both fields may be set to don’t care. To set the Start-up state to don't
care, thisfield must contain the - character followed by the steady-state
acknowledgment state. To set the steady-state acknowledgment state to
don't care, thisfield must contain the start-up state followed by the -
character. If thisfield is empty, then both start-up and steady-state
acknowledgment statesaredon’'t care.

ndate The negative acknowledgment state that apmd will be set to when a
negative acknowledgment is received from the process or when the
acknowledgment interval expires without an acknowledgment being
received. Two separate states, start-up and steady-state, may be defined
inthisfied. The start-up state is only used when apmd initialy starts up,
I.e., first time apmconfig fileis executed. From then on, only the steady-
State negative acknowledgment state is used.

Each state is defined by the developer and may have anamethat isup to
4 aphanumeric characterslong. Thefirst state in the field is the start-up
state, followed by the steady-state. The two states must be separated from
each other by the - character, with no white space. A single statein the
field implies both the start-up state and steady-state are the same. Either
or both fields may be set to don’t care. To set the Sart-up state to don't
care, thisfield must contain the - character followed by the steady-state
negative acknowledgment state. To set the steady-state negative
acknowledgment state to don’t care, thisfield must contain the start-up
state followed by the - character. If thisfield is empty, then both the start-
up state and steady-state aredon’t care.

acktime Thetimeinterval, in seconds, during which apmd should wait for a
positive or negative acknowledgment from the process before moving to
arun state. A value of 0 or an empty field means that apmd will
automatically move to the run state specified in the astate field and will
not wait for an acknowledgment from the process. A value of -1 means
that apmd must wait indefinitely for an acknowledgment.

retrycnt The number of times apmd should try to restart the process within
retryint seconds. Restarts are attempted only if the action field is
respawn or failsafe and the process has terminated with a non-zero exit
code or was killed by an unexpected signal. If thisfield isleft blank, the
default value of 3isused.

retryint Thetimeinterval, in seconds, during which apmd should try to restart the
process, up to retrycnt number of times. Restarts are attempted only if
the action field is respawn or failsafe and the process has terminated
with anon-zero exit code or was killed by an unexpected signal. If this
field isleft blank, the default value of 60 seconds is used.
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retrydel

hbeatint

progid

groupid

priclass

clparams

The time delay, in seconds, that should occur between attempts to restart
the process. Restarts are attempted only if the action field is respawn or
failsafe and the process has terminated with a non-zero exit code or was
killed by an unexpected signdl. If thisfield isleft blank, the default value
of 1 second is used.

Thetimeinterval, in seconds, that should exist between heartbeat request
messages sent to the process by apmd. If novalueor avaueof Ois
specified in thisfield, the heartbesat featureis disabled for the process.
The heartbeat feature sends periodic heartbeat messages to the processiif
it isenabled. If the processfailsto respond to 3 consecutive heartbeat
request messages, apmd terminates the process by sending it a SIGKILL
signa. Then, when the process terminates, the apmd will go to the state
specified in the fstate field.

The program ID associated with the process. It can be an integer value
between 0 and 255. If thisfield is empty, the default value of O will be
assigned to the process. The program ID is used to identify program
output in trace and log records. It should be the same as the one specified
in the program using the apm _init() function call because the valuein this
field will overwrite the one specified by the function.

The group ID associated with the process. Group IDs are non-negative
integer values that define functional process groups. If thisfield is empty,
apmd’ s UNIX group ID isassigned to the process by default.
The group ID alows agroup of processes to be targeted by the apm_Kkill
function and apm kill() utility. They can send UNIX signasto all the
processes of agroup at once instead of having to send to each process
Sseparately.
The priority class associated with the process. When either of thereal-
time or time-sharing classes is selected, apmd daemon will invoke the
priocntl system call to adjust the scheduling class and class-specific
scheduling parameters of the process spawned as specified via priclass
and clparamsfidds.
Thispriclass optiona field alows one of the following scheduling
classesto be selected by the process:
ert

The real-time scheduling class.
o ts

The time-sharing scheduling class.
Theindividual parameters associated with the priclassfield. This
optional field allowsthe individual parameters associated with a specific
priority class (i.e., real-time or time-sharing) to beinitiaized. Multiple
parameters must be separated from each other using the’|' character, with
no white space |eft in between.
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#

dirpath

process

* When priclassis set to real-time, the clparams field must contain, in
specified order, thert_pri|rt_tgsecs|rt_tgnsecs parameter values.
* When priclassis set to time-sharing, the clparams field must
contain, in specified order, the ts_uprilim|ts_upri parameter values.
The UNIX path name of the executable program. Thisfield isused with
the processfield to fully identify the executable. Either a keyword (home
or run), afull UNIX path name (starting with the / character) or aUNIX
environment variable that is part of the current execution environment
must be in thisfield. The keywords have the following meanings.

* home
For AccessSERVICES verson: $EBSHOME/access
For CRP version: $CRPDIR
For basic Digtributed? version: $EBSHOME/access

erun
For AccessSERVICES version: $EBSHOM E/accessRUN
For CRP verson: SAPPHOME
For basic Digtributed? version: $EBSHOME/access RUN

The relative path name of the executable program and its command-line
arguments, if any. Thisfield is used with the dir path field to locate the
UNIX path name for the executable program, the executable name, and
its arguments. The maximum number of command-line arguments that
can be specified is 32.

Input/output redirection isnot currently supported.

Related I nformation

* Section 8.2.7, apmd on page 8-280

* Section 9.3.16, apm_update on page 9-417
* Section 9.3.2, apm_getstate on page 9-389
* Section 9.3.7, apm_setstate on page 9-399
* Section 8.3.2, apmconfig.old on page 8-318

* priocntl

SAMPLE FILE

# apmconfig(4A) - configuration file for apmd(1A) daemon

#

# entriesin this file must comply with the following format:

#

# tag estate:action:sstate:fstate:hstate astate:nstate: \
# acktimerretrycnt:retryint:retrydel :hbeatint: progid:groupid:dirpath: process

#

# where theindividua fields are defined as follows:

#
# tag

- process identifier tag [must be unique]
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edtate - execution state(s)

action - action type

sstate - success state(s)

fotate - failure state(s)

hstate - hopeless state(s)

adtate - ack received state(s)

nstate - nak received state(s)

acktime - time to wait for ack/nak [in seconds]

retrycnt - # times to respawn within “retryint” interva
retryint - respawn interval [in seconds]

retrydel - delay before arespawn attempt [in seconds]
hbeatint - heartbesat interval [in seconds]

progid - process program id

groupid - process group id

priclass - priority class

clparams - parametersof priority class

dirpath - directory at which the processis located
process - executable name & arguments

for more info, plsrefer to the apmconfig(4A) man page.

HHEIFHEHFHHFEHFHEHFHHFEHFHEHEHEHFHHRHR

# specify apmcfgfile(4A) version
verson=1.0

# specify apmd(1A) start-up run state

isinit:initdefault:

# specify rules for daemonsthat must exist at al times

dsmd::failsafe::::::-1::::60:5::home:./bin/dsmd
dkmd::failsafe::::::-1::::60:6::home:./bin/dkmd -m dramod
# change apmd(1A) run state from "init" to "safe"
sciinit:setstate:safe-:

#

# start daemon processes associated with signalling point O

#when arun state of "spOu” is explicitly specified by the user

#
upmdO:spOu:respawn::sp0d:sp0d::sp0d:-1::::60:7:100:home:./bin/upmd O
scmdO: spOu:respawn::sp0d:sp0d::sp0d:-1::::60:8:100:home:./bin/scmd 0

#

# terminate daemon processes associated with signalling point O
# when arun state of "sp0d" is explicitly specified by the user
# and/or afailure is encountered during the start-up phase

#
scmdO:spOd: of f home:./bin/scmd O
upmdO:spOd:of f home:./bin/upmd O
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#

# start daemon processes associated with signalling point 1

#when arun state of "splu” is explicitly specified by the user

#
upmdl:splu:respawn::spld:spld::spld:-1::::60:7:101:home:./binfupmd 1
scmdl:splu:respawn::spld:spld::spld:-1::::60:8:101:home:./bin/scmd 1

#
# terminate daemon processes associated with signalling point 1
#when arun state of "spld" is explicitly specified by the user

# and/or afailure is encountered during the start-up phase

#

scmdlispldioffiii:

upmdl:spld:off

#

# start daemon processes associated with signalling point 2

#when arun state of "sp2u” is explicitly specified by the user

#
upmd2:sp2u:respawn::sp2d:sp2d::sp2d:-1::::60:7:102:home:./binfupmd 2
scmd2:sp2u:respawn::sp2d:sp2d::sp2d:-1::::60:8:102:home:./bin/scmd 2

#

# terminate daemon processes associated with signalling point 2
#when arun state of "sp2d" is explicitly specified by the user

# and/or afailure is encountered during the start-up phase

#

semd2:sp2d:off:::::ixihome:./bin/scmd 2
upmd2:sp2d:off home:./bin/upmd 2
#

# start daemon processes associated with signalling point 3

#when arun state of "sp3u” is explicitly specified by the user

#
upmd3:sp3u:respawn::sp3d:p3d::sp3d:-1::::60:7:103:home:./binfupmd 3
scmd3:sp3u:respawn::sp3d:sp3d::sp3d:-1::::60:8:103:home:./bin/scmd 3

#

# terminate daemon processes associated with signalling point 3
#when arun state of "sp3d" is explicitly specified by the user

# and/or afailure is encountered during the start-up phase

#

scmd3:sp3d:off ::home:./bin/scmd 3
upmd3:sp3d:off home:./bin/upmd 3
#

# start daemon processes associated with signalling point 4

#when arun state of "spdu” is explicitly specified by the user

#
upmd4:spdu:respawn::spad: spad:: spdd:-1::::60:7:104:home:./binfupmd 4
scmd4:spdu:respawn::spdd:spad::spdd:-1::::60:8:104:home:./bin/scmd 4
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#

# terminate daemon processes associated with signalling point 4
#when arun state of "sp4d" is explicitly specified by the user
# and/or afailure is encountered during the start-up phase

::::home:./bin/scmd 4
home:./bin/fupmd 4

# start daemon processes associated with signalling point 5

# when arun state of "sp5u” is explicitly specified by the user

#

upmd5:sp5u:respawn::sp5d:spsd::sp5d:-1::::60: 7:105:home:./bin/fupmd 5
scmd5: spSu:respawn::sp5d:sp5sd::spbd:-1::::60:8:105:home:./bin/scmd 5

#
# terminate daemon processes associated with signalling point 5
#when arun state of "sp5d" is explicitly specified by the user
# and/or afailure is encountered during the start-up phase

#
scmd5:sp5d:of f
upmd5:sp5d:of f

#

# start daemon processes associated with signalling point 6

#when arun state of "spéu” is explicitly specified by the user

#
upmd6:sp6u:respawn::sp6d:sped::sp6d:-1::::60:7:106:home:./bin/upmd 6
scmd6: sp6u:respawn::sp6d:sp6d::sped:-1::::60:8:106:home:./bin/scmd 6

#

# terminate daemon processes associated with signalling point 6
# when arun state of "sp6d" is explicitly specified by the user
# and/or afailure is encountered during the start-up phase

#

#

# start daemon processes associated with signalling point 7

#when arun state of "sp7u” is explicitly specified by the user

#
upmd7:sp7u:respawn::sp7d:sp7d::sp7d:-1::::60:6:107:home:./bin/upmd 7
scmd7:sp7uzrespawn::sp7d:sp7d::sp7d:-1::::60:8:107:home:./bin/scmd 7

#

# terminate daemon processes associated with signalling point 7
#when arun state of "sp7d" is explicitly specified by the user
# and/or afailure is encountered during the start-up phase

#
scmd7:sp7d:off home:./bin/scmd 7
upmd7:sp7d:off home:./binfupmd 7
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# add application specific entries below thisline

Copyright ¥ NewNet Communication Technologies
Page 8 317



160-3001-01 Signaling Gateway Client User Manual

8.3.2 apmconfig.old

NAME

apmconfig.old apmd configuration file for previous versions

SYNOPSIS
$EBSHOME/accessRUN/config/PM GR/apmconfig.old

DESCRIPTION

id:dir path:execname: action: estate: hbeatind: sstate fsate: hstate astate: nstate:
retrycnt:retryint:retrydel:acktime args

Previous version of the configuration file which controls the operations of the apmd
daemon process. It is composed of individual entries with the position-dependent syntax
defined in the synopsis. Thefields of the entry must be separated by a: character, with no
white spacein the line. Each entry isdelimited by anemine. A maximum of 512
characters are permitted for each entry. Comments may be inserted as separate lines using
the convention for comments described in sh(1).

I mportant: Beginning with Distributed?, the apmconfig file should be used. The format in
the apmconfig.old file has only been preserved to provide backward compatibility in this
release. Thereis no guarantee that it will be supported in future releases of the product.

When creating and/or modifying the file, the following guidelines should be observed:

« Each line must contain the correct number of fields and must be formatted correctly. If aline
isincorrect, apmd will ignore the entriesin thefile. However, it will log the line number at
which an error or incond stency was encountered.

» The UNIX path names for the executables are valid and correct.

* The gart-up and steady-state information provided for individua entries must not conflict
with other entries, which could cause undesired loopsin processing.

The apmd processisasinteligent asthelogic provided in the apmconfig file!

* Shdll scriptswhich areinvoked from an entry must have a statement in thefirst line that
specifieswhich shdll verson to beinvoked (e.g., #/bin/sh to invoke plain UNIX shell).

* After making any changes to the contents of the file while the system is running, you must
issuethe apm_update command to notify the apmd daemon to re-read and execute thefile.

There are no limits on the number of entries. The entry fields are defined as follows:

id An aphanumeric string used to uniquely identify an entry. The contents
of thisfield are appended to the local host name to form the identity in
theid@host format. Thetota size of the id@host string cannot exceed
24 characters.

dirpath The UNIX path name of the executable program. Thisfield is used with
the execnamefield to fully identify the executable. Either akeyword
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(home or run) or afull UNIX path name (starting with the / character)
must bein thisfield. The keywords have the following meanings:

* home
For AccessSERVICES verson: $EBSHOME/access
For CRPverson: $CRPDIR
For basic Digtributed?7 version: $EBSHOME/access

erun
For AccessSERVICES version: $EBSHOM E/access RUN
For CRP verson: $APPHOME
For basic Distributed7 version: $EBSHOME/access RUN

execname
The relative path name and file name of the executable program. This
field isused with the dir path field to locate the UNIX path name for the
action executable program and the executable name

The action(s) that apmd should take on the process identified in the
processfield. Several key words exist that are recognized by apmd.
Actions are only taken if apmd’ s run state matches astate in the estate
fidd. vVaid actions are:

* START: If the process named in the execname field is not running,
apmd should start it and not wait for the process' s termination

« KEEPALIVE: If the process named in the execname field is not
running, apmd should start it and proceed to the state specified in the
appropriate state field. The apmd should not wait for the process's
termination but it should restart the processiif start-up fails. If the
process terminates for any reason, the apmd should keep attempting
to restart the process until it starts or until the number of attempts that
occur inthe last interval of retryint seconds exceedsretrycnt. A
delay of retrydd seconds should occur between attempits.

After initialy starting the process, apmd will go to the state specified
in one of the following state fields. The state field it will access
depends on the contents of acktime and actions of the process. Based
on this combination of results, each state field should hold an
appropriate apmd run state,
adtate - 1) acktime field holds a non-zero value and a positive
acknowledgment was received from the process
empty) 2) no acknowledgment is expected (acktimeis O or

nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within the time
specified in acktime
sstate - 1) process terminates with an exit code of 0, at any time
fotate - 1) process terminates with a non-zero exit code (at any

time) 2) processiskilled by asignd it could not handle

1) number of attempts to restart processin the last
hstate -
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retryde seconds has exceeded the valuein retrycent
No further attempts to restart the process will be made.

* WA | T: If the process named in the process field is not running, apmd
should start it and wait for it to terminate. After the process
terminates, it can proceed to the state specified in the appropriate
state field. (No other activitieswill occur until the process
terminates.) The state field it will access depends on the contents of
acktime and actions of the process. Based on this combination of
results, each state field should hold an appropriate apmd run state.
adate - 1) acktime field holds anon-zero value and a positive

acknowledgment was received from the process
2) no acknowledgment is expected (acktimeisO or

empty)

nstate - 1) negative acknowledgment was received from process
2) no acknowledgment was received within thetime
gpecified in acktime
sstate - 1) PrpppeedesTerARa Y i AN MO oee &R e ing
iﬁe -

2) processiskilled by asignal it could not handle

* OFF: If the process named in the process field is currently running,
generate a SIGTERM signal to terminate it. If the process does not
terminate within the next 3 seconds, send a SIGKILL signa to
terminate it. Then, switch to state specified in the sstatefield. If the
processis not running, ignore this entry.

* CHNGSTATE: Change the current run state of apmd to the state
edtate specified in the sstate field.

The state(s) that the apmd must be in for this entry to be executed. If the
apmd’ srun state while executing this file is among the states specified in
thisfield, the entry is executed. Otherwise, it isignored. A maximum of
16 execution states may be specified for an individual entry. Multiple
execution states must be separated from each other with acommac (,); no
white space should exist. If no states are defined for estate, then the entry
is executed every time apmd executes the file. Execution states are
defined by the devel oper and may have names that are up to four
hbeatind aphanumeric characterslong.

The heartbeat indicator. A valuein thisfield enables the heartbeat
feature, which causes apmd to send heartbeat request messagesto the
process every 5 seconds. If the () charactersarein thisfield, the heartbeat
feature is disabled for the process.

The heartbeat feature sends periodic heartbeat messagesto the processiif
it isenabled. If the processfails to respond to 3 consecutive heartbeat
request messages, apmd terminates the process by sending it a SIGKILL
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Sstate

fstate

hsate

adate

nsate

retrycnt

retryint

retrydel

signal. Then, when the process terminates, the apmd will go to the state
specified inthe fatatefied.

In the AccessCRP version, thisfield can aso be used to specify the
subsystem | D associated with the process by entering the non-negative
integer subsystem ID.

The success state that apmd will be set to when the process terminates
with a zero exit code. The stateis defined by the developer and may have
anamethat is up to 4 alphanumeric characterslong. If the field holds the
\\ characters, then the state is set to don't care.

Thefailure state that apmd will be set to when the process terminates
with anon-zero exit code or the process terminates because of asignal it
could not handle. The state is defined by the devel oper and may have a
name that is up to 4 aphanumeric characterslong. If thefield holds the \\
characters, then the stateis set todon't care.

The hopel ess state that apmd will be set to when retrycnt successive
attempts to restart the process fail within theretryint interval. The state
is defined by the devel oper and may have anamethat isup to 4
aphanumeric characterslong. If the field holds the \\ characters, then the
Sateissettodon't care.

The positive acknowledgment state that apmd will be set to when a
positive acknowledgment is received from the process during the
acknowledgment interval or when no acknowledgment messageis
expected. The state is defined by the devel oper and may have a name that
IS up to 4 alphanumeric characterslong. If the field holds the \\
characters, then the stateisset todon't care.

The negative acknowledgment state that apmd will be set to when a
negative acknowledgment is received from the process or when the
acknowledgment interval expires without an acknowledgment being
received. The state is defined by the devel oper and may have a name that
is up to 4 aphanumeric characterslong. If thefield holds the \\
characters, then the state is set todon't care.

The number of times apmd should try to restart the process within
retryint seconds. Restarts are attempted only if the action field is
KEEPALIVE and the process has terminated with a non-zero exit code or
was killed by an unexpected signal. If thisfield isleft blank, the default
value of 3isused.

Thetimeinterval, in seconds, during which apmd should try to restart the
process, up to retrycnt number of times. Restarts are attempted only if
the action field is KEEPALIVE and the process has terminated with a
non-zero exit code or was killed by an unexpected signal. If thisfield is
left blank, the default value of 60 secondsis used.

Thetime delay, in seconds, that should occur between attempts to restart
the process. Restarts are attempted only if the action field is KEEPALIVE
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v

acktime

args

and the process has terminated with a non-zero exit code or was killed by
an unexpected signal. If thisfield isleft blank, the default value of 1
second is used.

Thetimeinterval, in seconds, during which apmd should wait for a
positive or negative acknowledgment from the process before moving to
arun state. A value of 0 or an empty field means that apmd will
automatically move to the run state specified in the astate field and will
not wait for an acknowledgment from the process. A value of -1 means
that apmd must wait indefinitely for an acknowledgment.

The command-line arguments, if any for the process. A maximum of 32
arguments can be specified.

I mportant: Input/output redirection is not currently supported.
Related Information
* Section 8.2.7, apmd on page 8-280
* Section 9.3.16, apm_update on page 9-417
* Section 9.3.2, apm_getstate on page 9-389
* Section 9.3.7, apm_setstate on page 9-399
* Section 8.3.1, apmconfig on page 8-305
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8.4 Signaling Gateway Client Processes

| 8.4.1 aspd

AN
A

NAME
aspd Application Server Process daemon

SYNOPSIS
aspd [-h] [-pipc port | -aipc path] [-f cfg filg]

DESCRIPTION

aspd isa Application Server Process (ASP) process running on Signaling Gateway Client. It
processes traffic from MTP3 user parts, trandates them to M3UA (MTP3 User Adaptation)
format, and sends them to the IP network over SCTP. Similarly, it receives from messages
from the IP network over SCTP, trand ates them to MTP3 user primitives, and sends them to
the MTP3 user parts running in Signaling Gateway Client. There can be only one instance of
aspd running on each host.

-h Print help information.

-f cfgfile Specify path/file name of the configuration file which contains various
timer parameters.

FILES

The ASP configuration parameters are defined in the $SGCH OM E/sgc/RUN/config/ASP/
aspd.conf file. Edit thisfile to modify any parameters. After modification, send aHUP
signal to sctp so that it re-reads the configuration file, e.g. kill -HUP pid where pid isthe
process |D of aspd.

Caution: Never start aspd manually. To be sure that process
management isin effect, it should always be started using the

sgc_start command. Edit the apmeonfig file in the SEBSHOME/
access/RUN/config/PMGR/apmconfig directory to modify the
default command line arguments.

Caution: The configuration options for aspd are intended for debugging A
purposes ONLY. Modification of thisfileis not recommended
without first getting technical assistance from NewNet
Communication Technologies.
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ENVIRONMENT

The $SEBSHOME and $SGCHOME environment variables must be set to the base
installation directory of Distributed7 and Signaling Gateway Client software. These
variables

are set automatically when the user logsin as sgcadm.

Rdated I nformation

* Section 8.3.1, apmconfig on page 8-305
* Section 8.4.1, aspd on page 8-323
* Section 9.8.2, sgc_start on page 9-479
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aapero: JSEF COmmands

9.1 ChapterOverview

This chapter provides descriptions of the Distributed? platform Service Provider Module
(SPM), Distributed Shared Memory (DSM), Distributed Kernel Memory (DKM),
Transaction Capabilities Application Part (TCAP), Application Process Manager (APM)
and Virtual Board (VB) user commands. They are summarized in the following table.

Table 9-1: User Command Summary

Command Description
ebs darm Trigger darm condition.
ebs agpidemo Demonstrates SPM API capabilities introduced with Distributed?.
ebs_audit Audits dynamic data of ahost.
ebs_brdfinfo Get and clear SS7 board crash dump.
ebs cfgbrd Configure and unconfigure SS7 board.
ebs config Configure system operation mode.
ebs _dbconfig Save or restore configuration data
ebs _dnlbrd Reset and download SS7 board.
ebs explain Retrieves detailed errno information.
ebs_hbeat Sets up heartbeat mechanism with aremote host.
ebs_ipcbm Benchmarks Distributed? |PC system performance.
ebs log Activates and deactivates message logging capabilities for processes.
ebs_|oopback Activates and deactivates message |oopback from aprocess to a fixed destination.
ebs mngbrd Start and stop SS7 board sanity checks.
ebs modinstall Installs STREAM S drivers and driversfor boards.
ebs modremove Removes drivers.
ebs_modunload Unload Digtributed7 modules.
ebs mtpglobal Change the global instance of upmd in a distributed environment.
ebs_oldapidemo Demonstrates SPM API capabilities of releases prior to Distributed?.
ebs pkgrm Removes Digtributed7 packages.
ebs ps Displaysinformation on registered processes.
ebs ginfo Retrieves STREAMS queue information (settings, sizes).
ebs glist Displays queue addresses.
ebs gstat Retrieves STREAMS quele statistics.
ebs report Displaysaarm report.
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Table 9-1: User Command Summary (Continued)

Command
s sardeae Description
ebs_showlink Activatespecifred Drstributed 7 retesse:
ebs shutdown Diptaystink satusfor SS7 ardware and network imterface |
abs Sart Shutsdownm apptications and the Distributed 7 Software or rermote Nosts.
ebs:stop Startsthe Distributed 7 systenTsoftware:
ebs sync Shutsdowmatt-gpptications andthe Distributed 7 software orrthetocathost:
ebs sysnfo Syrchronizes dyrarmic dataof hosts Tmardistribated enviTornment:
a0s NS Drsplaysconfiguratrommformetionrof thetocahost:
ebs_tune Retrieves task tisrimformation.
get&g TUNES operating SyStem paramnees.
apm_audit Getsinformationmapout SS7 controters i the SsySter.
a)m:getstate AUditapmoPC Tesources.
apm kil [Retrievestumrent apra Tam State:
apm_killall SerdsasSya to aprocess.
'c‘pm;Js Sendsaggnat for att processss 1o terminate.
apm_report REpOTtS Process Sats.
apm_setstate Gengraes atog report:
apm_start Manputates apma TaTSEE:
apm:stop Startstheapmddaemor:
apm_trcapture Termnaes theapmddaamor .
apm trdlear Captures information used for tracing execution of apptication programs on the toca host
apm:trgetmask Clearsthecontents of the trace Shared mermory.
apm_trinit [Retrieves trace Mesk Settimgs:
apm_trsetmask mitratizes TPC shared mamor y-
apm_trshow SetsatraceTesk:
apm:update Drsplaysthetraceoutput:
dsm_apidemo mformsapmad of any changes i the configuration.
dsm audit Demonstrates the capabitities of the DistributedShared viemory tibrary functions.
dsm—bm ATCitS Distriboted Shared Vviermory dynamic data
dsm_list Berchmerks Distributed7 DSV-framework:
dsm—rm Disptays Distriboted-Shared Memory informetior
dsm_stat [RemovesaDSvtsegment:
dkm:epi demo Retrieves nformation apout a DSVI-Ssgment:
dkm bm Demonstrates the capabitities of the Distributed Kerme- viemory tibrary furnctions.
dkm:dump Benchmarks Digtrituted 7 DRIV frarmework:
dkm g [Retrieves DKIVsegment contents:
dkm_rm Disptays DRIVt retated imformation:
dkm_sar Destroys DKivi-ssgmentandfor ssgment extension.
dkm_stet DKM Syem activity Teporter-

Retrieves DKIVi-btock Status information.
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Table 9-1: User Command Summary (Continued)
Command
dratest Description
rtc_dump Demongtraes Didtributed Record ATTess capabifities.
e sa Retreves RTCMOD Mformation.
tcr;_api demo Enabteydisahies RTCMOD Measuraments cottection
tom list Demonstrates the tapabitities of the TCAP tibrary furnctions:
tcm_iat Disptay TCAP sobsystenTimformation.
tcm_tune Erabtesand disabtes TCAP Statistics tottection
vb ;ddhost Tune TCAPOptiona paramees
vb:bri dge Usedto add ahostto am estabiished viTtua hoard enviTonment.
vb_config EstabtisTabridge for message trarnsmiSS o Detwee T two TostS:
Vb connhoss Theuserimterfacefor thevittuaboard driver:
Vb:connports —KSTseriptthat estabiishes tonmections betweameschpaiT of hiosts:
vb_discport Defmesatimkbetweermtwo ports:
Vb Ihosts Bresksatink connection.
vb:l ports Cistshostconmections mformation for tocat fost:
Vb reset Listshostport informatior o toca ost:
vb_sartup Resetsportand-host conmections o at hostsimthevirttat board envitonment——————————|
smptest ViTtuatboardenvironmment configaratior fites
smptrapd Communicates withrametwork entity osmg-SNiviP-Reqoests
stmpwalk ReCcalvVes and prints SNVPraps.
smpget COmMMUNICaes Wit anetwork entity USng SNVIPGET Next ReEquess
AccessStaius COmMuNiCAES Wit anetwork entity usSing SNVIP GET Requests
Monitors signaling point configuration, MTP level 2 and level 3 status, and traffic capacity
db2date atitizatromof SST1HMKS.
db2text Convertsotd database fites tonew database fites
Convertsal previousrelease ALARM, MML, NETWORK, SPM, MTP, SCCP, and ISUP
configuration database files to text files containing the MML commands that crested the
SoC_pkgrm configuration.
oC_sart RaETOVes aninsated versomof the Signaling Gateway Client Software
sc_sop Startsthe Sgnaing Gateway Client software
SC_setrelease Stopsthe Signaling Gateway Client software
SqC_trace Updaesthe Sgraing Gateway Clientand Distributed 7 fites to theTewest Tetesse

Activatesthetracmg forction

I mportant: Please see Chapter 3 for alist of the user commands with external dependencies
to make sure your environment has the necessary software libraries.

To usethe Distributed? user commands, set the SEBSHOM E environment variable and
include $EBSHOME/access/bin in the command path. The SEBSHOM E environment
variable should be set to the path where the Distributed?7 software isinstalled.
To set the variable, use a C-shell command similar to this sample:

setenv EBSHOME /<samedirs>/<mydir>/<mySS7>
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d | mportant: $EBSHOME can be up to 1024 total characters.

To add the Distributed?7 bin directory into the command path, use the following command:
setenv PATH ${PATH}:$EBSHOME/access/bin

Online reference manuals on al utility programs and system processes are dso availablein
the Distributed7 system. These reference manuals are provided in the form of manual pages
so that the user can invoke the UNIX standard man(1) utility to review the information
contained in them. The Distributed7 manual pages are provided within the $SEBSHOME/
accessmanpages directory. Therefore, the user should set the MANPATH environment
variable asfollows:

setenv manpath ${manpath}:$EBSHOME/access/manpages
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9.2 PlatformuUtilities

9.2.1 ebs_alarm

NAME
ebs alarm

SYNOPSIS
ebs alarm

DESCRIPTION
ebs alarm

Triggers a user-specified alarm condition.

Hi id]] [-ppri][-0opt_param(s)] [ -dint_param(s) ] [ -sstr_param(s) |
mt

This utility triggers a user-specified alarm condition by issuing an
appropriate request to the alarmd daemon on the loca hogt. ebs alarmis
used in verifying the correct operations of the Distributed7 alarm sub-
system at any time (e.g., when introducing anew group of user-specified
aarmsto the system and/or following a change to the contents of existing
alarm groups and alarm text files associated).

Without any options, ebs alarm will call thealm_report function using
the following arguments:
alm_report(fd,
sp=L_SP NA,
gp=L_ALMGRP_LOG, mod =0, num=0,
pri =L_ALMLVL_INFO,
paraml=L_NO PARAM, param2=L_NO_PARAM,
paramrest = NULL, char *fmt = NULL);
which will result in an informationa alarmd condition with an darm ID
vaueof L_SYSDEF ALARM_TYPE_BASE [$800000] to betriggered,
with no additional parameters and/or alarm text.

Note: It is possible, using the appropriate command line options, to change any of these
default settings (with the exception of the sp = L_SP_NA argument) to trigger specific
alarm conditions at specific priority levels and/or to supply a list of parameters and user-
specified format strings.

-iid

-p pri

Use 6-digit id value specified in hexadecimal format. Alarm ID values
are constructed on the basis of alarm group, module, and number
information as follows:

iId=(grp << 16) | (mod << 8) | num

Triggers an darm condition at specified priority/severity level. The pri
argument assumes a value from the following list:

1. Informationa
2. Minor severity level
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3. Mgjor severity level

4. Critical severity leve

5. Fata severity level

By default, severity level will be set to informational.

-0 opt_param Populate optional paraml and param?2 parameters per values supplied
viathis argument.

Note: To populate the param?2 parameter, -0 option needs to be specified twice.

&

-d int_param Populate arbitrary paramrest parameters per values supplied viathe
integer-type int_param argument.

Note: To populate multiple integer-type paramrest parameters, -d option needsto be
specified multiple times.
Populate arbitrary paramrest parameters per values supplied viathe
-SSlr_param  gring-type str_param argument.

&

d Note: To populate multiple string-type paramrest parameters, -s option needsto be
specified multiple times.

EXAMPLES

Totrigger a"critical" alarm message:
ebs alarm -p 4 'system panic'
Totrigger a"major" aarm for port 8 on board 2.
ebs alarm -p 3-02-08'board %d port %d failure

To trigger an alarm using varying integer/string-type parameters and user-defined text
format.
ebs alarm -s" abc" -s" xyz"' -d 123'm:%svVv:%sb:%d'

FILES

SEBSHOME/access/RUN/config/ALARM/alarmGroups
SEBSHOME/access/RUN/config/ALARM/* almTxt

Rdated I nformation

ealarmd
* Section 6.2.2, alm_report() on page 6-4 in the APl Reference Manual
* Section 2.2.1, spom_alarm() on page 2-2 in the APl Reference Manual
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9.2.2 ebs_apidemo

NAME
ebs_apidemo Demonstrates new SPM library capabilities

SYNOPSIS
ebs apidemo

DESCRIPTION

ebs_apidemo Starts a menu-driven program which demonstrates and exercises the
basic set of capabilities provided with the Distributed7 Applications
Programming Interface (API) SPM library (libspm).
The program alows the user to:
« establish and remove multiple service end points
* bind and unbind addresses at individual service end points
« perform local or network-based address binding
* perform exclusive or non-exclusive address binding
* select between active and standby mode of operation
« manipulate the current operation mode or service type
« create multiple instances of an object
* |oad-share among multiple instances of an object
* broadcast messages to selected instances of an object
* exchange messages in normal or expedited mode
« forward received messages to a new destination
* send messages in deferred mode
* retrieve messages in a sel ective manner
« activate and deactivate message logging at a service end point
* activate and deactivate message loopback at a service end point
* retrieve information about processes which are currently executing
* retrieve or manipulate water marks at the streamhead
« retrieve or manipulate queue management parameters
* generate alarm messages
« specify event handlers to do extended event management
* trigger user-specified events

Related Information
* Section 9.2.15, ebs_oldapidemo on page 9-353
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9.2.3 ebs_audit

NAME
ebs audit
Audits dynamic data.
SYNOPSIS

ebs_audit [hostname]

DESCRIPTION

ebs audit _ _ o
I ssues amanual request to audit the dynamic data tables maintained on a
host machine which is operating under the Distributed7 environment.
The host machine can be the local host or aremote host.

Identifies which host to run audits on. If ahost nameis not specified,
dynamic data on the local host machine will be audited.

The audit isan internal review and possible correction of all appropriate
dynamic data on the specified host machine. Examples of dynamic data
are the database tables for the objects that are executing under the
Distributed7 environment and for the SS7 signaling link hardware that is
avallable on theindividua host machines.

! I mportant: Sncethe Distributed7 environment has an automatic mechanismto periodically

hostname

audit and correct the dynamic data tables stored on the individual host machines, execution
of thiscommand is not normally required. This command simply provides a meansto
manually audit the dynamic data if the automatic auditing mechanism fails to operate

properly.

Rdated I nformation

* Section 9.2.21, ebs ps on page 9-359
* Section 9.2.27, ebs_showlink on page 9-373
* Section 9.2.31, ebs _sync on page 9-379
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9.2.4 ebs_brdfinfo

NAME

ebs_brdfinfo Get and clear SS7 board crash dump.

SYNOPSIS

ebs brdfinfo [ -glc devname]

DESCRIPTION

ebs_brdfinfo This utility gets and clears the crash dump of a user-specified SS7

devname

signaling hardware—the SS7 board—on the local host machine. After an
SS7 board crash is detected by the board sanity check mechanism, the
SS7 board crash dump is copied from board-shared memory to a buffer
areaon the host. The ebs_brdfinfo utility allowsthe user to view and
clear the latest board crash dump.

The ebs_brdfinfo utility is part of the set of programs caled Distributed7
Configuration Utilities, which includes ebs_dnlbrd, ebs cfgbrd, and

ebs mngbrd. This set of utilities allows the user to configure an SS7
board without using the MML interface.

This argument specifies the board device driver and instance number of
the SS7 board for which the user wantsto view and clear the board crash
dump. The devname argument can be a value from the following list:

* shs334 -- The shs334 device driver that supports SBS334, SBS370,
and SBS372 boards.

* pci334 -- The pci334 device driver that supports PCI334, PCI370,
and PCI372 boards.

* pci3xpq -- The pci3xpq device driver that supports PCI370PQ and
PCI372PQ boards.

* cpc3xpq -- The cpe3xpq device driver that supports CPC370PQ and
CPC372PQ boards.

* pmc8260 -- The pmc8260 device driver that supports the PM C8260
board.

« artic8260 -- The artic8260 driver that supports the ARTIC1000 and
ARTIC2000 boards.

*vbrd -- The Distributed7 Virtual BoaRD (VBRD) device driver.

Use the getcfg command for alist of available SS7 boards and
corresponding instance numbers.

Get (view) the crash dump of the specified SS7 board.

Clear the crash dump of the specified SS7 board, both on the host buffer
and on the SS7 board shared memory.
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EXAMPLES

To get (view) the crash dump of an sbs334 with instance 0 on loca host Host-A:
host-A% ebs brdfinfo -g sbs3340

To clear the crash dump of ai Shs33a with inglanee D on local host Host-B:

SAMPLE OUTPUT

A sample crash dump output for an sbs334 with instance O:
sbs334[0] crash log begin...
crash log.

pc = 00425D38
sw = 2004 (trap)
sw = 2004 (handler)

fault vector = 0002 (2)

fault format = <000

a0:00FFF000 al:00002700 a2:007206B2 a3:00720679
a4:0072067A a5:0072067B a6:00720680 a7:00720634
d0:00000064 d41:00000001 d42:00000004 d3:0000000F
d4:00000005 d45:00000064 d6:FFFFFFFF d7:000002A0
code at fault address.

00425D38 2F28 000C 206E FFFC 2F28 0008 206E FFFC
00425D48 2F28 0004 206E FFFC 2F10 2F2E FFFC 487B
fault stack frame.

00720634 2004 0042 5D38 C008 OOFF FOOC FFFF F000
00720644 0042 5D38 0008 0045 0000 0004 0000 0001
00720654 0000 0005 0000 0080 0072 06B2 0072 O06F8
00720664 0042 89F0 0072 06FO0 0000 0001 0000 0000

sbs334[0] crash log end...

Related Information
espmd
* Section 9.3.8, apm_start on page 9-401
* Section 9.2.8, ebs_dnlbrd on page 9-341
* Section 9.2.5, ebs _cfgbrd on page 9-335
* Section 9.2.14, ebs mngbrd on page 9-351
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9.2.5 ebs_cfgbrd

NAME
ebs cfgbrd

SYNOPSIS

Configure and unconfigure SS7 board.

ebs cfgbrd [ -culr [hostname:]devname]

DESCRIPTION
ebs cfgbrd

hostname

devname

This utility configures and removes configuration from a user-specified
SS7 signaling hardware—the SS7 board—on the local or remote host
machine, following the start-up of the Distributed7 system software
using theapm_start utility. The user can exchange SS7 messages through
corresponding SS7 board devices only when the connection between the
SPM and the board device driver for an SS7 board isin place, and when
the SS7 board is configured. Configuring/removing configuration on the
SS7 board with ebs_cfgbrd is done conceptually the same way aswith
the MODIFY -SS7TBOARD command of Man Machine Language (MML)
interface.

The ebs_cfgbrd utility is part of the set of programs called Distributed7
Configuration Utilities, which includes ebs_dnlbrd, ebs mngbrd, and
ebs brdfinfo. Thisset of utilities allows the user to configure an SS7
board without using the MML interface.

This argument specifies the name of the host machine at which the SS7
board is physically located. It is an optiona argument. WWhen no host
name is entered, the local host name is assumed.

This argument specifies the board device driver and instance number of

the SS7 board for which the user isinterested in viewing and clearing the

board crash dump. The devhame argument can be a vaue from the

following list:

* shs334 -- The sbs334 device driver which supports SBS334,
SBS370, and SBS372 boards.

* pci334 -- The pci334 device driver which supports PCI334, PCI370,
and PC1372 boards.

 pci3xpg -- The pci3xpq device driver which supports PCI370PQ
and PCI372PQ boards.

* cpc3xpq -- The cpe3xpq device driver that supports CPC370PQ and
CPC372PQ boards.

* pmc8260 -- The pmc8260 device driver that supports the PM C8260
board.

* artic8260 -- The artic8260 driver that supports the ARTIC1000 and
ARTIC2000 boards.
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* vbrd -- The Distributed7 Virtual BoaRD (VBRD) device driver.
Use the getcfg command for alist of available SS7 boards and

EBHERIARG AP RENGSrd, has the same effect with MODIFY -

€ SS7BOARD: CONF=0ON; command of MML.

Unconfigure the specified SS7 board, has the same effect with MODIFY -
-u SS7BOARD: CONF=OFF; command of MML.

Recover the specified SS7 board which isin FAILED state, has the same
- effect with MODIFY -SS7TBOARD: CONF=0ON; command of MML

when the SS7 board isin FAILED state. This option will fail if the board
stateisnot FAILED.

EXAMPLES

To configure an sbs334 with instance 0,on local host Hog-A:
t-A% ebs cfgbrd -c hos :sbs3340
or,
host-A% ebs cfgbrd -c sbs3340
To configure an shs334 with instance 0 on remote host Host-B:
host-A% ebs cfgbrd -c host-B:sbs3340
To unconfigure an sb5334 with mstance Oonloca host Host-A:
t-A% ebs cfgbrd -u host-A:sbs3340
or,
host-A% ebs cfgbrd -u sbs3340
To unconfigure an shs334 with instance 0 on remote host Host-B:
host-A% ebs cfgbrd -u host-B:sbs3340
To recover an sb3334 with mstance O on local host Host-A;
t-A% ebs cfgbrd -r host-A :sbs3340
or,
host-A% ebs cfgbrd -r sbs3340

To recover an sbs334 with instance O on remote host Ho -B:
ost-A% ebs cfgbrd -r host- bs3340

Related Information
espmd
* Section 9.2.4, ebs_brdfinfo on page 9-333
* Section 9.2.8, ebs_dnlbrd on page 9-341
* Section 9.3.8, apm_start on page 9-401
* Section 9.2.14, ebs_mngbrd on page 9-351
* streamio
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9.2.6 ebs_config

NAME
ebs config

SYNOPSIS
ebs config

DESCRIPTION
ebs config

Configure system operation mode.

Use ebs_config to configure the operation mode of Distributed7 system
software on the local host as stand-alone or distributed. This script is
only for modifying the operation mode that was specified during initial
system software installation, i.e., from stand-alone to distributed, or vice
versa,

ebs_config accesses information stored in the /etc/amgrmode file—
created at Distributed? installation time—to determine the current mode
of operation on the local machine. It then replaces selected components
of the base Distributed7 system software, such as executables and
configuration files, with their appropriate versions. Finaly, it updates the
/etc/amgrmode file to reflect the new mode of operation, and removes all
network related managed object database files.

The ebs_config script can aso modify the default hostname setting that
Distributed7 software uses. By default, the software uses the UNIX
nodename set on the local host with the uname -n command asthe
officia hostname. There are times, however, when the user may want to
give the software a hostname other than the official UNIX nodename.
For example, in aproduct configuration where a particular host machine
is part of multiple networks, such as public and private networks, the user
can reserve the official hostname of the machine for one network, and
have Distributed?7 software run on another network under a different
hostname.

To determine the default hostname, the system software accesses existing
hostname information stored in the /etc/amgrhost file. The user can
modify the contents of thisfile with the ebs_config script. Note,

however, that use of the /etc/amgrhost file is optiond; this file does not
get created during initial system software installation. In the absence of
thisfile, the system software default isto the official UNIX hostname.
Usersinterested in operating the software under ahostname that is
different from the official hostname must run the ebs_config script to
reset the hostname on that machine after the initial system software
installation.

Upgrade option for switching LAN configuration from single to dual, or
vice versa. Use this option only if you have already configured your
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system, i.e., specified operation mode and defined remote hosts, if any.
Note that when this option is specified, all managed object (MO)
database files associated with the NTWK, HOST, and TCPCON
managed object are removed from the local host, and need to be re-
entered.

d Note: You must have “ root” privilegesto execute the ebs config script.

A Caution: This script should be run only when Distributed7 system A

software on the local host isNOT running. Parameters
initialized/set by this script are used by the Distributed7 system
softwar e during system start-up time and thereafter.

ENVIRONMENT

The EBSHOME environment variable must be set before invoking this
script.

FILES

/etc/amgrhost

/etc/amgrmode

SEBSHOME/access/drv/dramod
$EBSHOME/access/drv/.dramod.sa
SEBSHOME/access/drv/.dramod.dist
$SEBSHOME/access/RUN/config/PMGR/apmconfig
SEBSHOME/access/RUN/config/PMGR/.apmconfig.sa
SEBSHOME/access/RUN/config/PMGR/ .apmconfig.dist
$EBSHOME/access/RUN/DBfiles/net tcpcon.DB
$SEBSHOME/access/RUN/DBfiles/net host.DB
$EBSHOME/access/RUN/DBfiles/net ntwk.DB

Related Information
e add drv
* Section 9.2.16, ebs modinstall on page 9-354
* Section 9.2.18, ebs modunload on page 9-356
* Section 9.2.17, ebs_ modremove on page 9-355
* Section 9.7.16, db2date on page 9-475
* Section 9.7.17, db2text on page 9-476
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9.2.7 ebs_dbconfig

NAME
ebs_dbconfig Save or restore configuration data.

SYNOPSIS

ebs dbconfig-stave -re*store [ -d*ir backup-dir ] [ -f*orce] [ -ru*nrun-list] [ -
p* attern pattern-list |

DESCRIPTION

ebs_dbconfig This utility isintended to save or restore Distributed?7 configuration data.
It can be instructed to use a particular backup directory, select a subset of
the configuration directories and backup (or restore) only files matching
the specified pattern(s). All options other than save and restor e have
default values. One and only one of save or restor e options must be
specified for aparticular invocation of ebs_dbconfig.

The requesting user must have read and read-write privileges to specified
source and destination directories, respectively.

The ebs_dbconfig utility also checks the usage status of the filesto be
backed-up (restored). Unless the for ce (-force) option is specified, the
backup (restore) action isrejected if files currently in use are being
backed-up (restored).

For al options, * sign indicates the end of the mandatory option prefix.

OPTIONS

-s*ave Save existing Distributed? configuration to the specified backup
directory. This option cannot be specified together with the restore
option.

-re*store Restore Distributed?7 configuration from the specified backup directory.
This option cannot be specified together with the save option.

-d*ir Specifies the backup directory. Defaults to $EBSHOME/access/
BACKUP.

-ru*n Used to qualify the configuration (RUN) directories to be backed-up
(restored). Empty directories are skipped even if specified. Defaultsto
"RUN RUNO RUN1 RUN2 RUN3 RUN4 RUN5 RUN6 RUN7"

-p*attern Specifiesalist of shell style glob-patterns for selecting filesto be
backed-up or restored. Defaultsto "*".

-f*orce Used to skip file usage check during the backup (restore) operation.
When this option is used, backed-up files might contain inconsi stent
information.
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EXAMPLES

Thefollowing exampleillustrates how ebs _dbconfig can be used to save the complete
configuration to the default backup directory:

ebs dbconfig -s

To restore the core configuration directory as well as SP1 and SP2 configuration
directories from backup directory /home/config/D7:

ebs dbconfig -re-d /home/config/D7 -run " RUN RUN1 RUN2"

Finally, to save al SCCP and M TP configuration data to the default backup directory:
ebs dbconfig -save -pattern " mtp* sccp*”

FILES

$EBSHOM E/access RUN/config/RUN/DBfiles
$EBSHOM E/access RUN/config/RUN[0-7]/DBfiles
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9.2.8 ebs_dnlbrd

NAME
ebs dnlbrd
Reset and download SS7 board.
SYNOPSIS

ebs dnlbrd [ devname]

DESCRIPTION

ebs dnlbrd
This utility resets and downloads SAL/MTPL2 binaries to a user-

specified SS7 signaling hardware—SS7 board—on the local host
machine.

The ebs _cfgbrd utility is part of the set of programs called Distributed7

Configuration Utilities, which includes ebs cfgbrd, ebs mngbrd, and

ebs brdfinfo. This set of utilities allows the user to configure an SS7

board without using the MML interface.

This argument specifies the board device driver and instance number of

the SS7 board for which the user isinterested in viewing and clearing the

board crash dump. The devhame argument can be a vaue from the

following list:

* shs334 -- The sbhs334 device driver which supports SBS334,
SBS370, and SBS372 boards.

* pci334 -- The pci334 device driver which supports PCI334, PCI370,
and PC1372 boards.

 pci3xpg -- The pci3xpq device driver which supports PCI370PQ
and PCI1372PQ boards.

* cpc3xpq -- The cpc3xpq device driver that supports CPC370PQ and
CPC372PQ boards.

* pmc8260 -- The pmc8260 device driver that supports the PMC8260
board.

* artic8260 -- The artic8260 driver that supports the ARTIC1000 and
ARTIC2000 boards.

e vbrd -- The Distributed7 Virtual BoaRD (VBRD) device driver.

Use the getcfg command for alist of available SS7 boards with
corresponding instance numbers.

devname

EXAMPLES
To download an shs334 with instance O on loca host-A:

host-A% ebs dnlbrd sbs3340
Related Information
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espmd

* Section 9.2.5, ebs _cfgbrd on page 9-335

* Section 9.2.4, ebs_brdfinfo on page 9-333
* Section 9.2.14, ebs mngbrd on page 9-351
* Section 9.3.8, apm_start on page 9-401
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9.2.9 ebs_explain

NAME
ebs explain
Retrieves detailed errno information.
SYNOPSIS

ebs explain errno

DESCRIPTION
ebs explain
Retrieves or displays information about a user-specified errno vaue that
is encountered by a user-space application program when running under

the Distributed7 environment. Among the information retrieved and
displayed, are the general error category and a brief description of the
error condition.

Related Information

* Section 2.2.36, spm_strerror () on page 2-57 in the APl Reference Manual
* Section 2.2.7, spom_errgroup() on page 2-15 in the API Reference Manual
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9.2.10 ebs_hbeat

NAME
ebs hbeat

SYNOPSIS

Activates or deactivates the heartbeat mechanism to remote hosts

ebs hbeat [ -x] [ -aaction] [-t time] hostname

DESCRIPTION

ebs hbeat

-a action

-ttime

hosthame

Invokesthe utility that activates or deactivates the heartbeat mechanism
between the local host machine and aremote host machine which are
both operating under the Distributed7 environment. This mechanism
regularly monitors the accessibility and health of aremote host machine
over the established TCP/IP link and takes the specified course of action
if an abnorma stuation develops.

The heartbeat mechanism is akernel-level capability that can be
controlled from the user-level. When the heartbeat mechanism on a host
is enabled, the SPM on that machine will periodically generate heartbeat
request messages and send them over a TCP/IP link to its peer onthe
remote host. The SPM on the remote host is expected to respond to each
heartbeat request with a heartbeat response message. If the SPM on the
local host does not receive a heartbeat response message, it marks the
corresponding TCP/IP link as heartbeat failed and takes the action
specified with the -a option. The system makes periodic attempts to
restore links from a heartbeat failed state to normal state.

Indicates that the ebs_hbeat utility should not bind an addressto the
service end point associated with it (optiona). Unlessthisoptionis
specified, anamed object entry for ebs_hbeat will be created in the

process table of the local machine.

Specifiesthe action to be taken when a heartbeat response message is not

received (optional). Valid valuesfor action are:

* 0: No action should be taken.

* 1. Remove the remote host’ s entries, i.e., for processes or SS7 link
hardware, from the local machine' s dynamic datatable. The dynamic
data tables of both hosts will be automatically synchronized when the
heartbest is restored. Thisvalueisthe default, if avaueisnot
specified.

Specifies the length of the heartbeat interval in milliseconds. Omitting

the argument or avalue of zero (0) deactivates the heartbeat mechanism

over the appropriate link.

Identifies the remote host to activate or deactivate the heartbeat.

Rdated Information
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*netd
* Section 9.2.27, ebs_showlink on page 9-373
* Section 9.2.31, ebs_sync on page 9-379
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9.2.11 ebs_ipcbm

NAME
ebs ipcbm
Benchmarks Distributed? |PC system performance
SYNOPSIS

ebs ipcbm -n -h hosthame

DESCRIPTION
ebs ipcbm

Benchmarks the performance of the Distributed7 Inter-Process
Communication (IPC) messaging mechanism when used for inter-
process communi cation between application processes executing on the
local host and application processes executing on different hosts. In
either case, the application processes are assumed to be registered with
the Digtributed7 environment at the Service Provider Module (SPM)
Multiplexer. The apmd and the netd processes on al involved hosts must
be running.

When executed, ebs_ipcbm spawns an 1PC message receiver process on
an appropriate host (e.g., local host or the host identified viathe
hostname argument) and prompt the user for the specifics of the
benchmark test to be performed (e.g., addressing method to be used
during messaging, message size and priority). Note that the message
receiver process spawned by the ebs _ipcbm has been pre-programmed to
respond to the messages sent to it in atime-stamped manner. The

ebs ipcbm utility will exchange atotal of 10,000 messages with the
message receiver process and measure the round-trip delaysinvolved in
sending/receiving the individual messages.

After the specified number of 1PC messages are exchanged, ebs ipcbm
will calculate the average round-trip delay for asingle IPC message
exchange and calculate the overall system performance in terms of the
number of 1PC messages [of specified Size] per second. The results will
be displayed to the user on stdoui.

-n
Skipsthe spm_snd() function call’ s sanity checks on destination address,
resulting in afaster message exchange between the message sender and

-h hostname receiver processes.

Indicates that the message receiver process should be executing on the
host specified. By default, the message receiver process executes on the
same host (loca host) as the message sender process.
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9.2.12 ebs_log

NAME
ebs log

SYNOPSIS

Activates and deactivates message logging and lists logged processes.

ebs log[-1][-do]

DESCRIPTION
ebs log

Invokes the utility which controls the Distributed7 message logging
capabilities. The utility prompts for the information needed to activate or
deactivate logging for a particular service end point, a user process or the
link between any two adjacent STREAMS multiplexers. This command
can also be used to display alist of al service end points that have
message logging currently active.

When the message logging capability is activated, acopy of each
message received or sent through the service end point is forwarded to
either the standard Distributed7 LOG_MNGR daemon or the user
process specified with the -o option. The logging process must be active
and running during an entire log session. If the LOG_MNGR daemon
terminates, message logging at al appropriate service end points will
automatically be deactivated. Also, if a process being logged terminates,
logging at al service end points associated with that process will
automatically be deactivated.

Printsalist of any processes for which the message logging capability is
currently active. (This option only providesthelist, it does not prompt
for information.) The QUEUE column indicates whether message
logging is active at the read-side and/or write-side queue. See ebs psfor
adescription of the columns that appear in the display.

Deactivates the message |ogging capability for a particular service end
point. Deactivation of message logging at an end point whereit is not
currently active has no effect.

Enables the user to redirect the logged messages to a process other than
the standard Distributed7 LOG_MNGR daemon. By default, messages
arelogged to the LOG_MNGR daemon. If a user-specified processis
used, it must be designed to handle the messagesiit receives. Normally, a
logger process will save the message contents to afile and/or display
them to the standard output (see logd).

After entering the command to activate or deactivate logging, a prompt
will appear for the object type - named object, SS7 object, | PC key, or
MUX object. After selecting the type, prompts occur to uniquely
identify the process of that type.
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A named object is a process that does not directly send SS7 messages. An
exampleisaCall Control application that interfaces with the ISUP
process. A named object isidentified by the name that the process
provided in the spom_open() and spm_bind() functions at registration, up
to 13 characters (the 14th isthe null character to terminate the string).
An SS7 object isa process that directly communicates with an SS7
protocol multiplexer, such asa TCAP application.

» A TCAP application is uniquely identified by its user part number (3
for SCCP), logical signaing point number (SP), subsystem number
(SSN), and instance number. The SP and SSN were specified by the
process. The instance number is assigned by the system when the
process registers with tcm_open(). The value isreturned by the
function. If only one application is registered with a particular SSN,
then the instance number is 1.

* Applications associated with Signaling Network Management are
uniquely identified by the logical signaling point number and the user
part number of O.

* The ISUP processisidentified by the logical signaling point number
and the user part number 5.

To select IPC key, the user must know the IPC key that the system
assigned to the process when it registered with som_open() and
spm_bind(). The process would have retrieved the value from the
IPCkey field of the SPMreg_t structure or by calling spm_getusrinfo(),
and then would have had to create away for the operator to accessit.

A MUX object is a connection between two STREAMS multiplexers
(e.g. UPM, MTP, SCCP, and those listed under ebs ps). To identify a
MUX object, the user is prompted for the multiplexer ID and the
signaling point number. Thisinformation may be seen in the output of
ebs ps.

Rdated I nformation

* Section 9.2.21, ebs pson page 9-359
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9.2.13 ebs_loopback

NAME

ebs |oopback Activates/deactivates message |oopback.

SYNOPSIS

ebs loopback [ -1 ][ -d]

DESCRIPTION
ebs_|oopback Invokes the utility which controls the Distributed7 message loopback

capabilities. The utility prompts for the information needed to activate or
deactivate loopback for a particular service end point, a user process or
the link between any two adjacent STREAMS multiplexers. This
command can aso be used to display alist of al service end points that
have message |oopback currently active.
When the message loopback capability at aparticular service end point is
activated, all messages sent out and/or about to be received through the
end point will be routed to the user-specified process instead of being
routed to their normal destinations, i.e., the destination specified within
the message. The activation of message |oopback at a particular service
end point affects only the messages originated from the end point, not the
messages destined for it.

Printsalist of those processes for which message loopback is currently
active. (This option only providesthelist, it does not prompt for
information.) The QUEUE column indicates whether message |oopback
isactive at the read-side and/or write-side queue. See ebs psfor a
description of the columns that appear in the display.

Deactivates the message |oopback capability for a particular service end
point. Deactivation of message logging at an end point where it is not
currently active has no effect.

For the loopback utility to work successfully, the process which receives
the messages must remain active and running during the entire time that
loopback is enabled to it. If a process terminates, message loopback will
automatically be deactivated at al service end points associated with that
process aswell as at al appropriate end points under the Distributed7
platform.

After entering the command to activate or deactivate |oopback, prompts
will appear for the object type of the end point that loopback will occur at
and the process where the messages will be diverted. The typesare
named object, SS7 object, | PC key, or MUX object. After selecting the
type, prompts occur to uniquely identify each process according to its
type. See ebs _|og for a description of the information required to identify
the processes depending on their types.
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Related Information
«Section 9.2.21, ebs pson page 9-359
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9.2.14 ebs_mngbrd

NAME
ebs mngbrd

SYNOPSIS

Start and stop SS7 board sanity checks.

ebs mnglbrd [ -off devname]

DESCRIPTION
ebs mngbrd

devname

This utility starts and stops the sanity check on a user-specified SS7
signaling hardware—SS7 board—on the local host machine. SS7 board
sanity check periodically tests the board state to detect software/
hardware problems. Starting the sanity check is normally done during
SS7 board configuration. The ebs mngbrd utility allows the user to take
the SS7 board off line by stopping the sanity check to ssimulate a board
crash.

The ebs mngbrd utility is part of the set of programs called Distributed7
Configuration Utilities, which includes ebs_dnlbrd, ebs cfgbrd, and

ebs brdfinfo. This set of utilities allows the user to configure an SS7
board without using the MML interface.

This argument specifies the board device driver and instance number of

the SS7 board for which the user isinterested in viewing and clearing the

board crash dump. The devhame argument can be avalue from the

following list:

* $hs334 -- The sbs334 device driver which supports SBS334,
SBS370, and SBS372 boards.

e pci334 -- The pci334 device driver which supports PCI1334, PCI370,
and PCI372 boards.

* pci3xpq -- The pci3xpq device driver which supports PCI370PQ
and PCI372PQ boards.

* cpc3xpq -- The cpe3xpq device driver that supports CPC370PQ and
CPC372PQ boards.

* pmc8260 -- The pmc8260 device driver that supports the PM C8260
board.

* artic8260 -- The artic8260 driver that supports the ARTIC1000 and
ARTIC2000 boards.

e vbrd -- The Distributed7 Virtual BoaRD (VBRD) device driver.

Use the getcfg command for alist of available SS7 boards with
corresponding instance numbers.

Start the sanity check on the specified SS7 board, in other words, take the
SS7 board on-line.
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Stop the sanity check on the specified SS7 board, in other words, take the
-f SS7 board off-line.

EXAMPLES

To start sanity on an shs334 with instance O on local host Host-A:
host-A% ebs mngbrd -o sbs3340

To stop sanity onﬁgﬁg/g%i%%%% 93%@&631 host Host-B:

Related Information
spmd
* Section 9.3.8, apm_start on page 9-401
* Section 9.2.5, ebs _cfgbrd on page 9-335
* Section 9.2.4, ebs_brdfinfo on page 9-333
* Section 9.2.8, ebs_dnlbrd on page 9-341
* streamio
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9.2.15 ebs_oldapidemo

NAME
ebs_oldapidemo Demonstrates SPM library capabilities.

SYNOPSIS
ebs oldapidemo

DESCRIPTION

ebs_oldapidemo Starts a menu-driven program which demonstrates the basic set of
Distributed7 SPM library API capabilitiesin the releases prior to 3.5.x. It
also demongtrates the backward compatibility between Release 3.5.x and
earlier releases.

Using this program, the user can:

* register and deregister objects with the environment
* send and receive messages

* send messages in deferred mode

* activate and deactivate message logging

* activate and deactivate message |oopback

* retrieve information about other objects

* generate alarm messages

Related Information
* Section 9.2.2, ebs _apidemo on page 9-331
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9.2.16 ebs_modinstall

NAME

ebs modingtall Installs Distributed7 modul es.

SYNOPSIS

ebs modingtall [ -f ]

DESCRIPTION

ebs modinstall Installs the Distributed7 STREAM S components, i.e., multiplexers,

modules, and device drivers. When executed, it copies the executables
from an appropriate product directory to the

lusr/kernel/drv and /usr/kernel/strmod directories. It also updates the
various configuration files associated with the newly-introduced device
drivers and creates special files associated with each Distributed7

EBP&EOB%{%H\%&%%W% Distributed? releases exist on amachine,

the ebs_ modinstall script cannot be used for instalation. Rather, the

ebs setrelease script must be used to activate a particular Distributed7
release. The -f option alows the user to bypass checks regarding multiple
Distributed? releases, and performs the installation in an unconditional
manner. Use of this option isrestricted to reconfiguration, i.e., adding
removing, or replacing the signaling hardware on the machine.

I mportant: The SEBSHOME environment variable must be set before invoking this script,
and you must have root privileges to execute this script.

Related Information
* Section 9.2.17, ebs_modremove on page 9-355
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9.2.17 ebs_modremove

NAME

ebs modremove Removes Distributed7 modules.

SYNOPSIS

ebs modremove| -f |

DESCRIPTION

ebs modremove Removes the Distributed7 STREAMS components, i.e., multiplexers,

modules, and device drivers. When executed, it cleans up the appropriate
executablesin the /usr/kernel/drv and /usr/kernel/strmod directories,
updates various configuration files on the removed device drivers, and
deletes al appropriate special files associated with the Distributed?
multiplexers and device drivers.

Force option. When multiple Distributed? releases exist on amachine,
the ebs_modremove script cannot be used for removal. Rather, the

ebs setrelease script must be used to deactivate a particular Distributed7
release. The -f option allows the user to bypass checks regarding multiple
Distributed? releases, and performs the removal in an unconditional
manner. Use of thisoption is restricted to reconfiguration, i.e., adding
removing, or replacing the signaling hardware on the machine.

and you must have root privileges to execute this script.

! I mportant: The SEBSHOME environment variable must be set before invoking this script,

Related I nformation
* Section 9.2.16, ebs modinstall on page 9-354
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9.2.18 ebs_modunload

NAME
ebs _modunload Unload Distributed7 modules

SYNOPSIS
ebs modunload

DESCRIPTION

ebs modunload This script isfor unloading, from a Sun platform, the STREAMS
components, i.e., multiplexers, modules, and device drivers, comprising
the Distributed7 system software.

d Note: You must have "root" privileges to execute this script.

Related Information
* Section 9.2.17, ebs_modremove on page 9-355
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9.2.19 ebs_mtpglobal

NAME
ebs mtpglobal Change the global instance of upmd in a distributed environment

SYNOPSIS
ebs mtpglobal<sp_no><hosthname>

DESCRIPTION

ebs mtpglobal Used to force the system to change the host where the global instance of
the upmd daemon is running.

By default the first started upmd becomes the global instance. Whenever
the ebs mtpglobal utility is used to change the global instance host, the
globa upmd instance closes its end point, where the global address of
upmd is bound. Then the upmd instance on the requested host
(hostname) registers as the global instance. The global instance of upmd
can be viewed in the ebs_ps output by the + sign on the MODE column.

s _ho Specifies the signaling point that is of interest and may assume avalue
fromOto7.
hosthame Specifies the hostname where the user wants the global instance of upmd

daemon to be running.

Note: The ebs mipglobal utility requires upmd daemon to be running on the host identified
by the hostname parameter.

Reated | nformation

e upmd
* Section 9.2.21, ebs pson page 9-359
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9.2.20 ebs_pkgrm

NAME

Removes the Distributed7 packages.
ebs pkgrm

SYNOPSIS
ebs pkgrm\ version

DESCRIPTION

The ebs_pkgrm script isfor removing, from a Sun platform, all software packages
associated with a user-specified version (e.g., 1.0.0.1) of the Distributed7 system software.
Since Distributed7 product comprises a number of installable software packages, this script
provides an aternative [as well as a short-cut] to the UNIX pkgrm() utility asit freesthe
user from knowing the names of the individual software packages and/or dependencies
between them.

When executed, ebs pkgrm script will search the list of all software packagesinstalled on
the local host and compile alist of all packages associated with the user-specified
Distributed? release. Subsequently, ebs pkgrm will invoke the UNIX pkgrm() utility to
remove these software packages in the appropriate order.

Related Information
epkgrm
* Section 9.2.26, ebs_setrelease on page 9-372

d Note: You must have "root" privileges to execute this script.
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9.2.21 ebs_ps

NAME
ebs ps
SYNOPSIS
ebs ps| -adin|ms] [ -lqtx ]
DESCRIPTION
ebs ps

Reports process status.

Retrieves and displays a snapshot of information about active processes
which are running under the Distributed?7 environment. Since the
environment is constantly changing, the information is only absolutely
true for the instant when it was gathered.

Without options, ebs _ps displays information about the processes that
have the same user ID or group ID as the user who issued the command.
Without options, the output contains only the UNIX process 1D, process
status, operation mode, host machine identifier, STREAMS multiplexer,
STREAMS queue identifiers, process type, and process name.
Otherwise, the information to be displayed is controlled by the options.

The information displayed by ebs psisbased on data stored in a process
table on the local host machine. This table contains information about
processes running on the local host machine and on all other machinesin
the distributed network. Individua machines within a network may have
differences in the contents of their process tables due to processes that
are only registered to the local host machine. The Distributed7
environment has a built-in mechanism which keeps the appropriate
portions of the local process tables on the individual machines
synchronized at all times.

Prints information about all active processes regardless of the process

type, i.e., named object, SS7 object, and ownership, i.e., user 1D, group

ID. Without this option, only information for processes with the same
d user ID and/or group ID astheissuer of this command will be printed.

Prints information about daemon processes executing on any host within
network.

Printsinformation about all active named object processes whose user ID
or group ID are the same as that of the issuer of the command.

Prints information about all STREAMS multiplexers that arein use.
STREAMS mulltiplexers implement the individual layers of the SS7
protocol stack, i.e.,, MTP, SCCP, TCAP, for individua signaling points.
Process D, user ID, and group ID fields for multiplexer objects are
always set to 0 because they are kernel-level entities, not processes.
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Prints information about al active SS7 object processes whose user 1D or
group ID are the same as that of the issuer of the command.

Prints additional information about each process including the assigned
internal key and the service type, user ID, and group 1D associated with
it.

Prints acomplete list of the STREAM S read-side queue addresses
associated with each process. This option is only meaningful when used
with the -I option.

Print the time of registration for each process. This option is meaningful
only when used in conjunction with the - option.

Indicates that the ebs_ps utility should not bind an address to the service
end point associated with it. Unless this option is specified, anamed
object entry for ebs_pswill be created in the process table of the local
meachine. This option allows ebs_psto retrieve the contents of the local
process table without disturbing it.

OUTPUT VALUES

The output of this command contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
output, the meaning of the column, and possible values that may be displayed. Thefields
that are displayed depend on the command options used.

Table 9-2: ebs_ps Output Description

Column
Heading

Valid Values

Description

OBJECT

daemon

Objectype.
Processis adaemon process of the Distributed7 system software. The name associated

nmdobj

WITIThe Process IS printed Within brackers.
Processis auser process that is addressable as a named object. The name of the processis

ss70bj

printed within Drackets.

User processthat is addressable as an SS7 object. Brackets contain the signaling point and
the MTP user part for the process. For SCCP and TCAP applications, the subsystem and

tepoby

Instance number are also Included.

Identifies user processes that are addressable as TCP/IP objects (e.g., TC applications that
utilize the TCP/IP transport services). The TCP/IP port number as well as the instance

muxobj

nrormatiron assocrared WIth the process Wil be printed WIthin Drackets.

A STREAMS multiplexer that isin use. Multiplexersimplement the SS7 protocol stack for
individual signaling points located on a host machine. All multiplexers other than the SPM

may have multipie pnyscal INstances on agiven oSt maching. There e 5 types.

Spm: Service Provider Module. (one physical Instance per Nost machine)
upm: Message Transfer Part (MTP) User Part Multiplexer. Used for implementing the

MTP Signaling Message Handiing (SVIH) protocor.

sam: M TP 3gnaling Network Mianagement (SINIVI) IViUItipiexer.

SCCpT Signaling Connection Control Part (SCCP) MUMtiprexer

tcap: TTansaction Capabilities Application Part (TCAP) Multiplexer.
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Table 9-2: ebs_ps Output Description

Column

Heading Valid Values

Daoscrintion
14

MODE

A Operation mode. Combinaiion of the TolTowing:

S ACTIive mode. Process Can recelve and Send messages.
Standby mode. Process can send messages but cannot receive messages unless the message

L origiator specitiesIts destination address inthe L_TPCKEY Tormalt.

Local. Processis addressable on the local machine only; other machines on the network do
not have information about its existence. Thelack of thisflag indicates that the processis

X Known and addressable across the network.

Exclusive. No other process can bind with the address of this process. If L is shown, this
restriction applies to processes on the local machine only. Otherwise, it appliesto the net-

STAT WOrK.

ok Current process Saius.

blkd Process exisSts and operaies In the normal state, 1.e., 1T 1S nelther blocked nor In awalt state.

Processisin ablocked state. Itsread-side STREAMS queue isfull. This status may indi-
cate a hung process and/or an overflow condition on the read-side STREAM S message

wat OUeUE.

Processisin atransient wait state while a software handshake procedure is underway to

RV contiTm ItS Network-wide Dinding request with all machines in the Network.
Service type of the process. Refer to the <api.h> header filefor alist of service types avail-

HOST aple.

MUX Name or The host machine on Which the process IS executing.

The STREAMS multiplexer used for establishing the service end point for the process on
the host machine. Information displayed in this field identifies the multiplexer type, physi-
cal instance number [except for the SPM], and the upper stream number associated with
the process. Only the stream number is shown for SPM since it only has one instance on a

scepl#i# system.

SV Sgnaling Connection Control Part (SCCP) Multiplexer.

pu— M TP Signaing Nework Management (SNIVI) MUltiplexer.

tcap/#Hi# Signaling Point IVITIT plexer.

UpVA## Transaction Capabilities Application Part (T CAP) MUITiplexer.
Message Transfer Part (MTP) User Part Multiplexer. Used for implementing the MTP Sig-

PID naling Message Handling (SIVH) protocol

KEY UNTX Process 1D as5gned o the process on the host machine named in HOST .
Internal key assigned to the process on the local host machine. It identifies the dlot allo-

GID Cated Tor the process in the Tocal process table and 1S 1N the range 1rom U to NMAXPROC.
Group ID associated with the process, in decimal. For all multiplexer objects, thisfield is

uID 1o 0.
User ID associated with the process, in decimal. For al multiplexer objects, thisfield is set

1STQADDR 0.
Address, in hex, of the read-side STREAMS queue for the very first connection between

SPMQADDR the process and the STREAMS multiplexer.

Address, in hex, of the read-side STREAMS queue on the SPM multiplexer that should be
used when routing messages to the process via the SPM. If equal to 1STQADDR, the pro-

Cess IS readily connected 10 the SHIVI multiplexer.
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Table 9-2: ebs_ps Output Description
Column

Heading Description

Valid-Values
UPMQADDR
Address, in hex, of the read-sde STREAMS queue on the corresponding UPM multiplexer
that should be used when routing messages to the process viathe UPM. If equal to

SNMQADDR TISTQADDR, The process IS readily connected 10 the UPIVI multiplexer.

Address, in hex, of the read-side STREAMS queue on the corresponding SNM multiplexer
that should be used when routing messages to the process via the SNM. If equal to

SCMQADDR ISTOADDR, the processisreadily connected to the SNM multiplexer.

Address, in hex, of the read-side STREAMS queue on the corresponding SCCP multi-
plexer that should be used when routing messages to the process viathe SCCP. If equal to

TCMQADDR TSTOADDR, The process 1S readily connected 10 The SCCF multiplexer.

Address, in hex, of the read-side STREAMS queue on the corresponding TCAP multi-
plexer that should be used when routing messages to the process viathe TCAP. If equal to

TIME TSTQADDR, The process 1S readily connected to the TCAP multiplexer.

I'hetime a which the processregistered.

Rdated I nformation

* Section 9.2.31, ebs _sync on page 9-379
* Section 9.2.32, ebs_sysinfo on page 9-381
* Section 9.2.23, ebs glist on page 9-365
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9.2.22 ebs_ginfo

NAME
ebs ginfo

SYNOPSIS

Retrieves STREAMS queue information

ebs ginfo [-m|g] [-bx]

DESCRIPTION
ebs ginfo

Retrieves and displays a snapshot of information about all the
STREAMS queues used by processes operating under the Distributed?
environment on the local host. Queue information from remote hostsis
not displayed.

The basic information consists of the read/write queue sizes, byte counts,
high water mark settings, and low water mark settings. In addition, an
option isavailable to get the individual priority bands for each queue.
Since the environment is constantly changing, the information is only
absolutely true for the instant when it was gathered.

The Distributed7 system software allocates a unique pair of STREAMS
queues to each process associated with a service end point The process
exchanges application messages through these queues. The STREAMS
gueue used for receiving messages by the processis known as the read-
side queue, while the queue used for sending messagesis referred to as
the write-side queue. The immediate pair of read/write queues that are
used by the application to receive and send messages are known asthe
streamhead queues. These queues are connected to another pair of
gueues on the corresponding STREAM S multiplexer, which are called
multiplexer queues.

Indicates that the information about the read/write queues located at the
STREAMS mulltiplexer should be displayed instead of the streamhead.

Indicates that the information about the read/write queues located at the
streamhead should be displayed. Thisisthe default option.

Displays byte count and water mark settings for each individual priority
band of the corresponding queue pair. Priority bands distinguish between
the exchange of normal and expedited messages (either SS7 or 1PC).
When this option is specified, a detailed breakdown of the byte count and
water mark settings for each priority band will be displayed on the
screen. The output is displayed with a separate line for each priority band
in the order of: norma SS7 messages (band 0), normal 1PC messages
(band 1), expedited SS7 messages (band 3), and expedited 1PC messages
(band 4).

Copyright ¥ NewNet Communication Technologies

Page 9 363



160-3001-01 Signaling Gateway Client User
Manual

Indicatesthat ebs_ginfo should not bind an addressto the service end

X point associated with it. Unless this option is specified, a named object
entry for ebs_ginfo will be created in the process table of theloca
machine.

OUTPUT VALUES

The output of thiscommand contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
output and the meaning of the column. The fields that are displayed depend on the
command options used.

Table 9-3: ebs_ginfo Output Description

Column Heading

MUX DESCTTPUOTT

The STREAM S multiplexer used for establishing the service end point for the process on the local host
machine. Information displayed in this field identifies the multiplexer type, the physical instance number
[for multiplexers other than the SPM], and the clone device (upper stream) number associated with the pro-
cess. For processes associated with the SPM, the physical instance number is not displayed since SPM has

RQSIZE only one Instance.

WQSIZE I'hetotal number of messages currently present 1n the read-Sde queue.

RQCOUNT The total NUMDEr Of MESSA0ES CUITENtly presant in the Wiite-S de qUeUE.

The total number of bytesin the read-side queue or the corresponding priority band of the read-side queue.
If -b option is hot specified, the number displayed will be the sum of the byte counts for theindividual pri-

WQCOUNT Ority bands.
The total number of bytesin the write-side queue or the corresponding priority band of the write-side
queue. If -b option is not specified, the number displayed will be the sum of the byte counts for theindivid-

RQHIWAT Ua priority bands.
The high water mark for the read-side queue or the corresponding priority band of the read-side queue. If
ROLOWAT -boption is not Specitied, the high waler mark Sexting for priority band Owill be disprayed.

The low water mark for the read-side queue or the corresponding priority band of the read-side queue. If -b

WOHIWAT Option 1S Not Specitied, the Tow waler mark seting Tor priority band O will be displayed.
The high water mark for the write-side queue or the corresponding priority band of the write-side queue. If

WQLOWAT -boption 1S Not Specitied, the high water mark Sexing Tor priority band O will be displayed.

The low water mark for the write-side queue or the corresponding priority band of the write-side queue. If

-l option 1S not Specified, the [ow waler mark Seting Tor priority band O will be displayed.

Rdated I nformation

* Section 9.2.21, ebs pson page 9-359
* Section 9.2.23, ebs _glist on page 9-365
* Section 9.2.24, ebs _gstat on page 9-367
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9.2.23 ebs_qlist

NAME
ebs glist

SYNOPSIS
ebs qglist[ -x]

DESCRIPTION
ebs glis

DISPLAY

Retrieves STREAMS queuellist.

Retrieves and displays a snapshot list of all STREAMS queues that are
currently in use by processes operating under the Distributed?
environment. Since the environment is constantly changing, the
information is only absolutely true for the instant when it was gathered.

The Distributed?7 system software all ocates a unique pair of

STREAMS queues to each process of a service end point for message
exchange. The STREAMS queue used for receiving messages by the
process is known as the read-side queue, while the queue used for
sending messages is called the write-side queue.

Thelist produced by ebs _glist includes the addresses for both read-side
and write-side STREAM S queues associated with each process running
on the local host machine. Information about STREAMS queues on
remote host machinesin anetwork is not displayed since queue
addresses are only meaningful on the host machine of the queues.

Indicates that ebs_glist should not bind an address to the service end
point associated with it. Unless this option is specified, a named object
entry for ebs_glist will be created in the process table of the local
machine.

The output of thiscommand contains severa columns of information, depending on the
options used in the command. The following table contains the column headings of the
output and the meaning of the column. Thefieldsthat are displayed depend on the
command options used.

Table 9-4: ebs qlist Output Description

Column

MUX

Descr Tptron

The STREAMS multiplexer used for establishing the service end point for the process on the host machine.
Information displayed in this field identifies the multiplexer type, the physical instance number [for multi-
plexers other than the SPM], and the clone device (upper stream) number associated with the process.

1STQADDR

Since SPVI handles all Signaling points on a system, only 1ts Siream number 1S displayed.
Address, in hex, of the read-side STREAMS queue for the very first connection between the process and

the STREAMS multiplexer.
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Table 9-4: ebs_qglist Output Description

Column

SPMQADDR

Description

Address, in hex, of the read-side STREAMS queue on the SPM multiplexer that should be used when rout-
ing messages to the process viathe SPM. If equa to 1STQADDR, the processis readily connected to the

UPMQADDR

SPV Multiplexe.

Address, in hex, of the read-side STREAMS queue on the corresponding UPM multiplexer that should be
used when routing messages to the process viathe UPM. If equal to 1STQADDR, the processisreadily

SNMQADDR

connected to the UPM multiplexer.

Address, in hex, of the read-side STREAMSS queue on the corresponding SNM multiplexer that should be
used when routing messages to the process viathe SNM. If equal to 1STQADDR, the processisreadily

SCMQADDR

connected To the SNIVI multiplexer.

Address, in hex, of the read-side STREAMS queue on the corresponding SCCP multiplexer that should be
used when routing messages to the process via the SCCP. If equal to 1ISTQADDR, the processis readily

TCMQADDR

connected to the SCCP multiplexer.

Address, in hex, of the read-side STREAMS queue on the corresponding TCAP multiplexer that should be
used when routing messages to the process viathe TCAP. If equal to 1STQADDR, the processis readily

connected 1o the I CAF multipiexer.

Rdated I nformation

* Section 9.2.21, ebs ps on page 9-359
* Section 9.2.22, ebs _ginfo on page 9-363
* Section 9.2.24, ebs _gstat on page 9-367
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9.2.24 ebs_gstat

NAME
ebs gdtat

SYNOPSIS
ebs gdat -s-x

DESCRIPTION
ebs gdtat

Retrieves STREAMS queue statistics

Retrieves and displays various pieces of statistical information about the
messages exchanged by the individual processes operating under the
Distributed7 environment and running on the local host. Since the
environment is constantly changing, the information is only absolutely
true for the instant when it was gathered. Thisinformation includes:

« total number of messages injected by a process
« total number of deferred messages originated by a process
* total number of messages submitted to a process

* total number of messages that have been subject to flow control prior
to being submitted to a process

» total number of messages that have been discarded by the platform
(e.g., to help prevent excess message accumulation in the read-side
queues associated with the process)

Distributed? initializes the measurement peg counts associated with each
end point, i.e.,, STREAMS connection, when the end point is established
during an spm_open() call and maintains them until the end point is
removed.

Optionally, the ebs_gdtat utility can be used to retrieve and display
current settings of queue management parameters associated with the
read-side STREAMS queues of individual processes operating on the
local host. These parameters include:

* low/high queue sizes

* low/high age of congestion values

Note that a process can retrieve the current values of the queue
management parameters using the spm_getgparams() function call. The

process can manipulate these parameters using the som_setgparams()
function call.

Indicates that information on queue management parameters should be
displayed. When this command-line option is specified, message
statistics associated with the individual processes will not be displayed.

Indicates that the ebs_gstat utility should not bind an addressto the
service end point associated with it. Unless this option is specified, a
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named object entry for ebs_gstat will be created in the process table of
the local machine.

OUTPUT VALUES

The output of this command contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
output and the meaning of the column.

Table 9-5: ebs_gstat Output Description

Field Name

MUX Description

Specifiesthe STREAMS multiplexer used for establishing the service end point for the process on the local
host machine. Information displayed in thisfield identifies the multiplexer type, the physica instance num-
ber [for multiplexers other than the SPM] and the clone device number associated with the process. For
processes associated with the SPM, the physical instance number is not displayed since SPM has only one

LOWQSIZE nstance.

Specifies the number of messages that should be buffered by the Distributed7 kernel-resident software
prior to warning the process that its read-side queues are starting to fill up. At this point there is no room
|eft at the streamhead read-side queue and messages are being buffered at the upper read-side of the
STREAMS multiplexer. Note that the size of the streamhead read-side queue associated with aprocessis
controlled by the read-side water marks and not by the LOWQSIZE parameter. See spm_stroptions() for
more information. A LOWQS| ZE value of -1 indicates that the user process will not be notified about mes-

MAXQSIZE Sage buifd-ups 1n 1ts read-sde queues until the MAXQSIZE parameter Setting 1S reached.

Specifies the maximum number of messages that should be buffered by the Distributed7 kernel-resident
software prior to declaring that the read-side queues associated with the process are completely full. At this
point there is no room left either at the streamhead read-side queue or at the upper read-side of the
STREAMS multiplexer. When thislimit is reached, Distributed7 software discards all subsequent mes-
sages going to the process and notifies the process each time amessage is discarded. It also pegs an internal
measurement count that keepstrack of the total number of messages discarded by the platform. A MAXQ-
SIZE value of -1 means that the Distributed7 software should not discard any messages going to the pro-
cess and should keep buffering them as long asthere isroom at the upper-side of the STREAMS

LOWQTIME multiplexer.

Specifies[in terms of milliseconds] the current value of the minimum age of congestion parameter. When a
message going to a user process remains in the upper read-side queue of the associated STREAM S multi-
plexer longer than the value specified by the LOWQTIME parameter, the Distributed7 software warnsthe
process that messages on its read-side queues are becoming out-of-date. A LOWQTIME value of -1 indi-
cates that the process will not be notified about out-of-date messagesin its read-side queues until the

MAXQTIME MAXQTIME parameter Setting 1S reached.

Specifies[in terms of milliseconds] the current value of the maximum age of congestion parameter. When
amessage going to a user process remains in the upper read-side queue of the associated STREAMS multi-
plexer longer than the value specified by the MAXQTIME parameter, the Distributed7 software determines
that this message is out-of-date and discardsit. Subsequently, it warns the user process and pegs an internal
measurement count. A MAXQTIME vaue of -1 indicates that Distributed7 software should not discard

INJECTED MESSAgES goiNg 10 aprocess and Sould Keep buftering them inderinitaly.

The total number of messages injected through the process s write-side STREAMS queue using function
calssuch as: spm_snd(), spm_broadcast(), spm_forward(). This count does not include the number of

DEFERRED deferred messages originared Dy The process.
The total number of deferred messages originated by the process using the spm_tstart() function call. This

SUBMITTED count does not 1nclude the number of 1njected MesSSages.

The total number of messages on the streamhead read-side queue associated with the user process. These

MESSAgES May Of May Not De reirieved Dy the USer process.
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Table 9-5: ebs_gstat Output Description

Field Name Description

FLOWCNTLD The total number of times messages have been subjected to the STREAMS flow control before being deliv-
ered to the streamhead read-side queue associated with the user process. A non-zero value of
FLOWCNTLD indicates that the streamhead read-si de queue associated with the processis becoming full
and the Distributed7 software is buffering messages at the upper read-side queue of the associated
STREAMS multiplexer. Increasing the high water marks associated with the streamhead read-side queue
may eliminate the number of times messages experience flow control.

DISCARDED The total number of messages going to the process but discarded by the Distributed? platform. Messages
are discarded to help prevent excess accumulation in the read-side queues associated with the process.
These messages may be discarded on the basis of MAXQSIZE and/or MAXQTIME parameter settings
associated with the process. If both parameters are set to -1, no discarding takes place even if the process
cannot keep up with the message traffic.

Related Information
* Section 9.2.21, ebs pson page 9-359
* Section 9.2.22, ebs_ginfo on page 9-363
* Section 9.2.23, ebs _qlist on page 9-365
* Spm_gparams()
* spm_stroptions()
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9.2.25 ebs_report

NAME
ebs report
Generates an alarm report.
SYNOPSIS

ebs report [-b mmddyy -e mmddyy -p pri -d dir hosthame(s)]

DESCRIPTION

ebs report
Collectsinformation from the alarmd log files stored on the individual
host machinesin the Distributed7 environment and creates areport. This
utility organizes the records chronologically, searches the records for
user-specified information, generates customized alarm reports, and
displays the reports on the standard output. Without options, ebs report
generates areport that contains al alarm conditions existing for the local
host up to the current point in time. Otherwise, the contents of the report

_b mmddyy depend on the options specified.
Includes al alarm conditions that occurred on or after the specified date.
The date is specified in the mmddyy format, with the month, day of the
month, and year expressed in 2-digit numerals (asin the UNIX date(1)

_emmddyy command).
Includes al alarm conditions that occurred on or before the specified

date. The date is specified in the mmddyy format, with the month, day of
the month, and year expressed in 2-digit numerals (asin the UNIX
date(1) command).

Includes aarm conditions with the specified priority levels only. Without
this option, the default includes alarm conditions at al priority levels.

The pri argumemfgm{&%ﬁgj Mbi nation of the following values:
e 1:

Messages at minor priority level.

Messages at major priority level.

Messages at critical priority level.
Messages at fatal priority level.

-p pri

o 2:
- 3
e 4:
5
Locates alarm log files on specified host machines. By default, darm log
files are located under the alarmlog directory in the SEBSHOME/

access’/RUN directory. If the dir is specified, thealarm log filesare
expected to be located under the dir/alarmlog directory.

| dentifies the host machineg(s) whose alarm log files should be used for
generating the report. If multiple hosts are specified, each hosthame must
be separated from the others by white space. If a hostname is not
specified, the report will be generated for the local host only.

-d dir

hosthame
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FILES
$EBSHOME/accessRUN/alarmlog

' I mportant: The SEBSHOME environment variable must be set beforeinvoking this utility.

EXAMPLES

Thefollowing are example command lines for ebs_report.
» Todisplay dl critical darm messages generated on the loca hogt, up to the current time:
ebs report -p 4
» Todisplay dl major and critical darm messages generated on the host phantom since
Augugt 14, 1994.
ebs report -b 081494 -p 34 phantom

» Todisplay dl minor, mgjor, and critical darm messages generated on the hosts, sun and
mars, between the dates September 3, 1994 and December 7, 1994.
ebs report -b 0903%4 -e 120794 -p 234 sun mars

user-space application programs are running) as it may consume a large amount of CPU
resour ces to search through and process the event log files accumulated on the system,
which islikely to degrade the performance of user-space applications running on the

system.

Related Information
* date(1)
» alarmd
* Section 9.3.6, apm_report on page 9-397

! I mportant: Refrain from executing the ebs_report utility on a live system (where several
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9.2.26 ebs_setrelease

NAME
ebs setrelease Activate specified Distributed7 release.

d Note: Thisscript replacesthe ebs modinstall script. While the ebs modinstall script till
exists, it cannot be used on machines where multiple versions of the Distributed?7 software
areingtalled.

SYNOPSIS

ebs setrelease version | -i

DESCRIPTION

ebs setrelease This utility isused for installing, on a Sun platform, the STREAMS
components, i.e., multiplexors, modules, and device drivers, associated
with a user-gpecified version of the Distributed7 system software.
When executed, this utility locates the path for the user-specified
Distributed? release, create/update the /etc/amgrhomefile if necessary,
establish the SEBSHOM E/access symbolic link, i.e., to point to the
access directory of the specified Distributed? release, copy the kernel
components from under the /usr/kernel/strmod directories, update various
configuration files regarding the newly introduced device drivers, and
create a number of special device files associated with each Distributed?
multiplexor or devicedriver.
After copying the Distributed7 kernel components, this script converts
the Distributed7 database files from the previous Distributed7 version, if

_ ENises ebs setrelease to display information about the currently
-l installed release, i.e., version and access directory path.
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9.2.27 ebs_showlink

NAME
ebs_showlink Reports link status.

SYNOPSIS
ebs_shomink [ -Ix ]

DESCRIPTION
ebs showlink Retrieves and displays information about all connections to the SS7

boards and the Network Interface (NI) hardware. In a distributed
Distributed7 environment, information on SS7 boards located at remote
host machines can also be retrieved. That information includes the link
number, link type, host, status, and last change in status. The SS7 and NI
connections are established and maintained by the Service Provider
Module (SPM) on the local host machine through appropriate
STREAMS modules or drivers. STREAMS modules perform the
message format trandations for al messages flowing through the
modules in both upstream and downstream directions.

* TRMOD STREAMS
The TRMOD STREAMS module connects the SPM and the SS7

board device. SS7 boards provide access to the SS7 signaling link
hardware on the local host, and are used to send and receive SS7
messages over the SS7 links. The spmd daemon establishes and
maintains the SS7 device driver connections when Distributed7
system software is started on the local host machine with ebs_start.
Once a connection to the SS7 board driver is made, it remainsin that
state until Distributed7 system software on the local host machineis
stopped, or until amanual request is placed to reconfigure the
corresponding SS7 device connection.
* NIMOD STREAMS
The NIMOD STREAMS module connects the SPM and the TCP/IP
protocol suite. The NI hardware establishes areliable, connection-
oriented, i.e., TCP/IP based, interface between individual machines
in adistributed Distributed7 environment for inter-machine message
exchange. The netd daemon establishes and maintainsthe TCP/IP
connections to remote machines, and must communicate with its
peers on the remote host machines to set the TCP/IP connections up.
While a TCP/IP connection isin service, optiona heartbeat messages
can be exchanged periodicaly over that link to monitor its hedlth. To
end a TCP/IP connection, a disconnect request, a disconnect
indicator, or an error message from the TCP/IP protocol suite must
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occur to cause the netd daemon to tear down the corresponding
connection.

Prints additional information about each link, including the internet
address of the link and heartbeat-related information (see Table 9-6).
Indicates that ebs showlink should not bind an address to the service end
point associated with it. Unless this option is specified, a named object
entry for ebs_showlink will be created in the process table of the local
meachine.

OUTPUT VALUES

The output of this command contains several columns of information, depending on the
options used. The following table contains column headings of the output, the meaning of
the column, and possible values that may be displayed. Thefields that are displayed
depend on the command options used.

Table 9-6: ebs showlink Output Description

Column valid
values Description
LINK
Lower stream number on the SPM multiplexer that is connected to an appropriate STREAMS
driver. In current implementation, link numbers O through 7 are reserved for connectionsto the
SS7 driver module and link numbers 8 through 15 are for connections to the TCP/IP protocol
TYPE ite.
<334 TYpe of the connection, i.€., the hardware deviCe associated With the 1ink.
Indicates that the link interconnects the SPM multiplexer to the shs334 device driver which sup-
pci334 POrts SBS334, SBS370, and SBS372 boards.
Indicates that the link interconnects the SPM multiplexer to the pci334 device driver which sup-
pci3xpq ports PCT334, PCI370, and PCI372 boards.
Indicates that the link interconnects the SPM multiplexer to the pci3xpq device driver which
pci3xapg upports PCI3/UPQ and PCT3/7Z2PQ boards.
Indicates that the link interconnects the SPM multiplexer to the pci3xapq device driver, which
37X SPPOTTS PCI370APQ and PCT372APQ boards.
Indicates that the link interconnects the SPM multiplexer to the cpc37xpq device driver, which
pMC8260 supports CPC3/0APQ and CPC3/72PQ) boards.
Indicates that the link interconnects the SPM mulltiplexor to the pmc8260 device driver which
atic8260 SUpports the PMCBZ260 board.
Indicates that the link interconnects the SPM multiplexor to the artic8260 device driver which
vbrd SOpports the ARTITI000 and ARTITZ000 boards.
Indicates that the link interconnects the SPM multiplexer to the Distributed7 Virtual Board
ecp (VBRD) device driver.
Indicates that the link interconnects the SPM multiplexer to an SS7 board device driver of
teplip UNKNOWN Type, 1.€., thal does Not belong to the alorementioned Set of device arivers.
Indicates that the link interconnects the SPM multiplexer to the TCP/IP protocol suite; therefore,
IS used To communicate with aremote host machine on the Network.
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Table 9-6: ebs _showlink Output Description

Valid

Column
Values

Daoscrintion
154

HOST
Name of the host machine associated with the link. For SS7 board connections, name identifies
the host where the SS7 signdling hardware is physicaly located. For the TCP/IP connections,
name identifies the remote host machine accessible viathat link. Third-party hosts that are not

RMTHOST equipped with the Distriouted / sortware are marked with aquestion mark tag (7) at the end.

Field that contains the name of the remote host machine that is accessible through the TCP/IP
connection. Third-party hosts not equipped with Distributed7 software are marked with a ques-

INETADDR Tionmark tag (7 a the end.

STAT [P address ol the host (1N the dotted decimal notation).

Current Status or the connection between the SPIVI and the STREAMS device driver.

L1nked. Connection s place.

Uniinked. Connection 1S not In place.

Active mode of operation. Messages can be exchanged across the connection.

Standby mode o1 operation. Connection 1S not berng used Tor exchanging messages.

mlwn|>|C|r

Blocked. Connection cannot be used because it is not possible to exchange data across the TCP/

TP STREAMS modules.

TIME [0laied, 1.e., disconnected LAN nterface
Last date and time that the link status changed between linked and unlinked. The time stamp is

HBEAT Pased on the System clock of theTocal host machine.

Current heartbeal SatusTor the lnk.

ok NO heartbeal mechanism on the [1Ink.

failed Remote NoS 1S Tegponding on Ume To Neartheal requests orginated over the Hink by The focal host.
Remote host machine has failed to respond on time to one or more heartbeat requests originated

HBACT over the [INK Dy theTocal hosL.

0 ACTION 10 be Taken when the heartbeal mechanism over thelink Talls.

No action. However, the [Ink heartbeat status 1S changed 1o Tailed.

Updeate the process table on the local host machine by removing all entries that belong to pro-
cesses on the remote host machine that failed to respond to heartbeat messages. The process
tables on both host machines will automatically be synchronized when the heartbeat mechanism

HBINT over thelink 1srestored.

HBSENT Lalgl[l o the heartbedl Interval In milfiIseconds.
Indicates the total number of heartbeat responses originated by the local host and sent acrossthe

HBRCVD LS
Indicates the total number of heartbeat responses originated by the remote hot, i.e., in response

SEQNUM 10 heartbeal requests originaied by the Tocal hosts, and recetved acrossthe Tink.

I'he sequence number of The Tast message recetved and processed over the TIink

Related I nformation
*netd
espmd
* Section 9.2.10, ebs _hbeat on page 9-344
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9.2.28 ebs_shutdown

NAME
ebs shutdown Stops Distributed7 software, remotely

SYNOPSIS
ebs shutdown [ hostname(s) ... |

DESCRIPTION

ebs shutdown Requeststhespmd daemon of the local host to send out a request to stop
the Digtributed7 system software and al related applications on one or
more remote machines. The user will be prompted to confirm the

ﬁ%&%ﬁ' ﬂtué'%%nge shutdown (including their applications). If no

hostname is specified, the somd daemon will relay this request to al host
machines configured in the network, including the local host machine.

hosthame

Note: User confirmation of the execution of this command is requested since this command
will result in a non-functional Distributed7 environment.

Rdated I nformation

* Section 9.2.30, ebs_stop on page 9-378
* Section 9.3.9, apm_stop on page 9-403
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9.2.29 ebs_start

NAME
ebs dart Starts Distributed? software.

SYNOPSIS
ebs dart

DESCRIPTION

ebs dart Starts the Distributed7 system software on the local host and configures
the system according to the instructions specified in the apmconfig input
file.

On hosts equipped with the apmd daemon process, this utility executes
apmd in the exclusive mode. The apmd process accesses the apmconfig
file to determine which other processesto start.

On hosts where the apmd daemon is not available, this script will only
execute the spmd daemon process.

NOTE: Sarting with Distributed7 Release 1.0.0, the apmd daemon processisthe only
designated daemon for process creation and management. The spomd daemon can no longer
start up processes froman input file.

d I mportant: The SEBSHOME environment variable must be set beforeinvoking this utility.

I mportant: To add, remove, or reposition Sbus boards, follow the steps shown in the
Installation Manual (also see ebs modremove).

Related Information
apmd
spmd
* Section 9.3.8, apm_start on page 9-401
* Section 9.2.28, ebs_shutdown on page 9-376
* Section 9.2.30, ebs _stop on page 9-378
* Section 9.3.9, apm_stop on page 9-403
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9.2.30 ebs_stop

NAME
ebs stop

SYNOPSIS
ebs stop

DESCRIPTION
ebs stop

Stops Didtributed? software.

Requests the spmd daemon to shut down the applications registered to
Distributed7 and the Distributed7 system software on the local host
machine.

The user will be prompted to confirm that the system should be stopped.
Then, asigna issent to al the user processes (see spm_bind() in the API
Reference Manual). A process can receive the signal and perform
cleanup operations before it is stopped. The utility returns control to the
user after all system and user processes that are registered with the
Distributed7 environment have terminated. Drivers and software
components are disassembled and removed in the reverse order that they
were assembled by spmd with ebs dart.

After executing this command, the Distributed7 environment will no
longer be functional, until it isrestarted with ebs_start.

! I mportant: The SEBSHOME environment variable must be set before invoking this utility.

Related Information
« Section 9.2.21, ebs pson page 9-359
* Section 9.2.28, ebs _shutdown
* Section 9.2.29, ebs_start on page 9-377
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9.2.31 ebs_sync

NAME
ebs sync

Synchronizes dynamic data across the network.
SYNOPSIS

ebs sync[ -x ] hostname

DESCRIPTION
ebs sync

Issues amanua request to synchronize the dynamic data of aremote host
to the local host or of the local host to al the remote hosts of an
Distributed7 network. The Distributed7 environment automatically
synchronizes the relevant portions of al dynamic data tables on the
individual host machines. Under normal circumstances, this command is
not needed. This command simply provides ameans to manually
synchronize the dynamic data if the automatic synchronization

mechanism failsto operate properly.
Caution: Use of this utility during moderate-to-heavy message traffic
may result in the loss of a significant number of messages.

In adistributed computing environment, or network, each host machine
in the network must share the same view of the environment at all times.
Each machine contains critical dynamic data which should be
continuoudly available to all other machines in the network. Dynamic
data includes information about objects executing on a particular host
machine and about SS7 signaling link hardware existing on the machine.
When thisinformation is available to all machines within a network,
objects on the individual host machines can communicate with each
other and use the SS7 signaling link hardware on any host machinein the
network.

The synchronization utility updates al appropriate dynamic database
tables on a specified remote host with the information contained in the
tables of the local machine. The remote host invalidates al appropriate
entriesin itslocal version of the tables and then replaces them with the
new entries from the local machine. The local machine can aso request
that its tables be updated with information from al the remote hosts.

X
Inhibits ebs_sync from binding an address to the service end point
associated with it. Unless this option is specified, a named object entry

hostname for ebs_sync will be created in the process table of the local machine.

I dentifies host whose tables will be synchronized.
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* Remote host name: entries for the local host that are in the remote
host’ s tables will be updated with the information from the local
host’ stables.

* Local host or no name: all entries for remote hosts that are in the local
host’ s tables will be updated with information sent from each
respective remote host.

d I mportant: Dynamic data synchronization is only relevant to distributed Distributed?
configurations. Using this command in a stand-al one configuration has no effect.

Rdated I nformation

* Section 9.2.3, ebs _audit on page 9-332
* Section 9.2.10, ebs _hbeat on page 9-344
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9.2.32 ebs_sysinfo

NAME
ebs sysinfo

SYNOPSIS

Shows host machine information.

ebs sysinfo[ -ax ][ -] [ -m mode]

DESCRIPTION
ebs syanfo

-m mode

Obtains information about the current hardware and software
configuration on the local host machine. The basic command, with no
options, displays the system name, node name, operating system release,
operating system version number, system kernel architecture, machine
internet address, and operation mode. Alternate host names and the
internet addresses associated with those names are also displayed for
multi-homed hosts. All zero's will be displayed [within brackets] for the
internet addressiif the internet address to be used by the kernel-level
Distributed7 components has not been initialized to its proper value.

Initializes the internet address to be used by the kernedl-level Distributed?
components on the local machine. This option is normally not needed
because either somd or netd usually initializes the internet address at
system startup time.

Thisfunction is used to retrieve and display licensing information on the
local host.

Indicates that ebs_sysinfo should not bind an address to the service end
point associated with it. Unless this option is specified, a named object
entry for ebs_sysinfo will be created in the process table of the local
machine.

Specifies the current operation mode for the local host machine, either
server or client. Currently, mode setting information is not used by the
system. However, the somd daemon initializes the operation mode to
server at system startup time.
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9.2.33 ebs_tasklist

NAME
ebs tasklist Retrievestask list information.

SYNOPSIS
ebs tasklist [-r ] [X ]

DESCRIPTION

ebs tasklist Retrieves and displays information about the task lists that are created
and maintained by the kerndl-resident ADC Telecommunications, Inc.
Distributed7 system software. Task lists are used as a means of message-
based communication between kernel-space threads running on a

specified host.

r Resets the number of counts, i.e., maximum number of entries and total
number of entries, associated with each task list.

X Preventsthe ebs_tasklist utility from binding an addressto the service

end point associated with it. Default isfor anamed object entry for
ebs tasklist to be created in the process table of the local machine.

DISPLAY FORMATS

LISTSTAT Specifiesthe current Status, i.e., valid or invalid, of thetask list.

LISTHEAD Specifies the kernel-space address of the head of the linked list that is
associated with the task list. If no entries are currently on the task list,
then thisfield assumes a zero value.

LISTTAIL Specifies the kernel-space address of thetail of the linked list that is
associated with the task list. If no entries are currently onthetask lit,
then this field assumes a zero value.

FREEFUNC  Specifiesthe kernel-space address of the clean-up function to be called
when deleting entries listed on the task list at the time of task list
destruction. If no clean-up function is specified, then thisfield assumes a
zerovalue.

CNT Specifies the number of entries currently available on the task list.

MAXCNT Specifies the maximum number of entries that have accumulated on the
task list sinceits cregtion.

TOTALCNT  Specifiesthe total number of entriesthat have enqueued on the task list
snceits creation.

Note: Because the environment can change while ebs _tasklist isrunning, the snapshot it
producesisvalid only for a split second, and it may not be accurate by the time you seeit.
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9.2.34 ebs_tune

NAME

ebs tune

SYNOPSIS
ebs tune[-d]

DESCRIPTION
ebs tune

-d

Tunes operating system parameters.

Modifies operating system parameters associated with the STREAMS
subsystem and | PC semaphores, shared memory segments, and message
gueues for the operational needs of the Distributed7 environment on a
Sun hardware platform. The parameters manipulated by this script are
contained in the /etc/system configuration file and are used by the kernel
during initialization of the system.

The ebs _tune script should only be executed once - following the
execution of ebs modinstall during installation of the Distributed?
system software.

When executed, ebs_tune creates a backup copy of the /etc/system file
and names the backup, /etc/system.old. Then, it reads the contents of the
/etc/system file and appendsto [or deletes from] it a set of instructions for
the kernel parameters, if those parameters have not aready been
customized. If some of the parameters have aready been customized, a
message is displayed on the screen after manipulation of their current
values. The system must be re-booted after executing this utility for
changes to be made to certain kernel parameters.

Deletes changes introduced to the /etc/system configuration file by
executing the ebs_tune script.

re-booted after execution of this script for the changes to take effect.

! I mportant: You must have root privilegesto execute this script. The UNIX system must be

FILES
[etc/system
[etc/system.old

Related Information
* Section 9.2.16, ebs modinstall on page 9-354

*sytem(4)
* sysdef(1)
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9.2.35 getcfg

NAME . . .
Gets information about SS7 controllersin the system.
getcfg
SYNOPSIS
getcfg
DESCRIPTION _ . .
Used to get information about the SS7 controllersin the system. It
getcfg displays an output in column format informing the user about the driver,

type of board, physical number of the dot carrying the board, and
instance number of the boardand driver state (if the operating systemis
AlX).

Note: Use of the ebs modremove and the ebs modinstall commands (located under
$EBSHOME/accesslingtall) isrequired to get a correct getcfg output when any of the
following actions are performed with the boards installed in the host system: removing a
board from the system, adding a board to the system, replacing a board with another board
of a different type.

Below are the explanations for each of the columns displayed by the

getcfg utility:

Driver - the name of the driver used to access the board. Driver nameis

one of the following:

* sbs334 - the shs334 device driver that supports SBS334, SBS370, and
SBS372 boards.

* pci334 - the pci334 device driver that supports PCI334, PCI370, and
PCI372 boards.

* pci3xpq - the pci3xpq device driver that supports PCI370PQ and
PCI372PQ boards.

* pci3xapq - the pci3axpq device driver that supports PCI370APQ and
PCI372APQ boards.

* cpc3xpq - the cpc3xpg device driver that supports CPC370PQ and
CPC372PQ boards.

* pmc8260 - the pmc8260 device driver that supports the PM C8260
board.

* artic8260 -- The artic8260 driver that supports the ARTIC1000 and
ARTIC2000 boards.

Board Type - the type of the board. Board type is one of the following:

* shs334 - the shus SS7 controller that supports up to four 64 Kbps
links.
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* shs370 - the common name for sbus shs370 (T1) and sbs372 (E1)
SS7 controllers which support up to four 64 Kbpslinks over TI/EL
spans.

* pci334 - the pci bus SS7 controller that supports up to four 64 Kbps
links.

* pci370 - the pci bus SS7 controller that supports up to four 64 Kbps
links over T1 spans.

* pci372 - the pci bus SS7 controller that supports up to four 64 Kbps
links over E1 spans.

* pci370pq - the pci bus SS7 controller which supports up to twenty-
four 64 Kbpslinks over T1 spans.

* pci372pq - the pci bus SS7 controller which supports up to twenty-
four 64 Kbpslinks over E1 spans.

* pci370apq - the pci bus SS7 controller which supports up to twenty-
four 64 Kbpslinks over T1 spans.

* pci372apq - the pci bus SS7 controller which supports up to twenty-
four 64 Kbpslinks over E1 spans.

* cpc370pq - the CompactPCI bus SS7 controller with 16 MB on board
RAM which supports up to twentyfour 64 Kpbs links over T1 spans.

* cpc372pq - the CompactPCI bus SS7 controller with 16 MB on board
RAM which supports up to twentyfour 64 Kpbs links over E1 spans.

» pmc8260 - the CompactPCl bus SS7 controller with 32 MB on board
RAM which supports up to sixtyfour 64 Kpbslinksover EL/T1
spans.

* artic1000 - the CompactPCI bus SS7 controller with 32 MB on board
RAM which supports up to sixtyfour 64 Kpbslinksover EL/T1
spans.

* artic2000 - the PCI bus SS7 controller with 32 MB on board RAM
which supports up to sixtyfour 64 Kpbslinks over EL/T1 spans.

to 24 links, use of more than 16 linksis not recommended for systems requiring full
bandwidth on all configured links.

Slot - the physical number of dot carrying the board. Its value depends
on the hardware configuration of the host compuiter.

I nstance - the instance number of the board among other boards of its
type. itsvalue can beintherangeof 0to 7.

State - the state of the device driver (applicableto AIX systemsonly).
State - the state of the device driver. Applicable only to AlIX systems.

f Note: Although the PCI3xPQ), PCI3xAPQ and CPC37xPQ boards allow configuration of up
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SAMPLE OUTPUT

Solaris version output sample (CompactPCI bus) :

Driver Board Type Slot Instance
cpc3xpg cpc370pg 1 0
cpc3xpg cpc372pg 2 1
pmc8260 pmc8260 3-pmcl O
pmc8260 pmc8260 3-pmc2 1
artic8260 articl000 4 0

Solaris version output sample (PCI bus) :

Driver Board Type Slot Instance
pci334 pci370 1 0
pci334 pci334 3 1
pci3xpg pci372pg 2 0
pcil3xapg pci372apg 4 0
pmc8260 pmc8260 5 0
artic8260 artic2000 6 0

Solaris version output sample (Sbus) :

Driver Board Type Slot Instance
sbs334 sbs370 1 0
sbs334 sbs334 3 1
sbs334 sbs370 2 0

AIX version output sample:

Driver Board Type Slot Instance State

pci334 pci370 1 0 Available
pci334 pcil334 3 1 Available
pci3xpg pci372pg 2 0 Available
pcil3xapg pci372apg 4 0 Available

AIX outputBsampigipeSlot nstanceState

Driver
pci37010 Available
pCi334  pei3za3 1 Available
pci334
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pci3xpq pci372pg20 Available
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9.3 APMUtilities

9.3.1 apm_audit
NAME
apm_audit
SYNOPSIS
apm_audit

DESCRIPTION
apm_audit

Audit apmd I PC resources.

Used to audit the UNIX Inter Process Communication (IPC) resources
used by the apmd daemon. These resources include the message queues,
shared memory segments, and semaphores acquired by apmd at start-up
time and used by itself or with other UNIX processes attached to the
apmd domain.

The auditing procedure conducted by the apm_audit utility smply
involves adetailed listing of al the IPC resources allocated by the apmd
daemon and the contents of information displayed is very much the same
asthat of the UNIX ipcs command. The apm_audit utility isintended to
detect potential anomalies with IPC resources associated with the APM
subsystem (e.g., accumulation in message queues). No corrective action
istaken as part of the auditing procedure conducted by apm_audit.

Rdated I nformation

apmd

* Section 9.3.8, apm_start on page 9-401
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9.3.2 apm_getstate

NAME
apm_getstate Retrieves current apmd run state.

SYNOPSIS
apm_getstate [-c|gx] [-h host]

DESCRIPTION
apm_getstate Retrieves the current run state of the apmd daemon process on a specified
hogt, operating in the Distributed7 environment.

-c Retrieves run state of the AccessCRP version of apmd. The $PRODID
and $RUNI D environment variables must be set to appropriate values.

-s Retrieves the run state of the AccessSERVICES version of apmd. The
$DOMI D environment variable must be set to an appropriate value.

-X Retrieves the run state of the Distributed7 version of apmd. The
$EBSHOME environment variable must be set to an appropriate value.

-h host Retrieves the run state of apmd on a remote host identified by host. The
apmds on both the remote and local host must be operational since the
request is placed through the local apmd. If the option is not provided,
the run state of the apmd on the local host will be retrieved.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:
* If $DOMID is s, it assumes an AccessSERV I CES environment.
o If $SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environment.
* If none of the above environment variables are set, but $SEBSHOME is s, it assumesthe
basic Didributed? environment.

Related Information
eapmd
* Section 9.3.7, apm_setstate on page 9-399
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9.3.3 apm_kill

NAME

Sendsasignal to aprocess.
apm_kill

SYNOPSIS
apm_kill [-c|glx] [-1] [-n signum] [-h host] -p|g|t pid|gid|tag

DESCRIPTION

apm_kill Places a request to send a UNIX signal to a process or a group of
processes executing in the Distributed7 environment.

-c Assumes the AccessCRP version of apmd. The $PRODID and $RUNID
environment variables must be set to appropriate values.

-s Assumes the AccessSERVICES version of apmd. The $DOMID
environment variable must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd. The $SEBSHOME
environment variable must be set to an appropriate value.

-1 Prints a list of symbolic signal names supported by apm_Kill. This list
includes only commonly used signals and is only a subset of those
supported by the UNIX kill command. The list shows the names without
the SIG prefix.

-n signum Sends the signal identified in signum to the specified process(es). The
valid entries for signum can be numeric or the symbolic namesthat are
listed by the -l option. If no valueis provided, the default signal,
SGTERM, is sent, which normally kills processes that do not catch or
ignorethe signal.

-h host Sends a signal to a process executing on a remote host identified by
host. The apmds on both the remote and local host must be operational
since the request is placed through the local apmd. If the option is not
provided, the local host is the default.

-p pid Sends the signal to the process whose UNIX process ID is pid.
-g gid Sends the signal to the processes whose group ID is gid.

Thisgroup ID isthe one specified in the apmd configuration file, i.e.
apmeonfig, and it could be different from the process's UNIX group ID.

-t tag Sends the signal to the process identified by tag. Thistag is specified in
the apmd configuration file, i.e., apmconfig. The tag of a process can be
obtained by looking at the configuration file of the appropriate host or by
executing apm ps.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

* [f $DOMID is s, it assumes an AccessSERVICES environment.
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* [f $DOMID isnot set but $PRODI D and $RUNID are s&t, it assumes the AccessCRP (Cadll
Routing Point) environment.

« |f none of the above environment variables are s, but SEBSHOME is s, it assumesthe
bagc Digributed? environment.

Related Information
apmd
* Section 9.3.9, apm_stop on page 9-403
* Section 9.3.4, apm_killall on page 9-392
* Section 9.3.3, apm_kill on page 9-390
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9.3.4 apm_killall

NAME

Sendsasigna for al processesto terminate.
apm killall

SYNOPSIS
apm_killall [-clsix] [-h hos(]

DESCRIPTION

apm_killall Requests the apmd on a specific host to terminate all non-failsafe
processes and then initidize its run state.

-c Assumes the AccessCRP version of apmd. The $PRODID and $RUNID
environment variables must be set to appropriate values.

-s Assumes the AccessSERVICES version of apmd. The $DOMID
environment variables must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd. The $SEBSHOME
environment variable must be set to an appropriate value.

-h host Terminates processes executing on a remote host identified by the host
argument. The apmds on both the remote and local host must be
operational since the request is placed through the local apmd. If the
option is not provided, the local host isthe defaullt.

The apmd terminates a process by first sending a SGTERM signal to it. If the process does
not terminate within 3 seconds, apmd sendsa SGKILL signal. After al processes are
terminated, apmd will change its run state to the default initialization state specified in the
initdefault entry of the apmd configuration file. If an initdefault entry does not exi<t, then
apmd entersarun state asfollows:

* In AccessCRP environments, it movesto the D dtate.

* In AccessSERVICES environments, it movesto the A state.

«In Digtributed?7 environments, it movesto theinit state.
Processes that are defined to operate in the failsafe mode (by their entry in the apmd

configuration file) are not effected by the operations of this utility. Examples of fail-safe
processes are mlogd, spmd, and netd.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:
* If $SDOMID is s, it assumes an AccessSERV I CES environment.
* |[f SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.
« If none of the above environment variables are set, but EEBSHOME is s, it assumesthe
basic Didributed? environment.

Rdated I nformation
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eapmd

* Section 9.3.9, apm_stop on page 9-403

* Section 9.3.3, apm_kill on page 9-390

* Section 9.3.7, apm_setstate on page 9-399
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9.3.5 apm_ps

NAME
apm_ps
SYNOPSIS
apm_ps|[-clsix] [-1]

DESCRIPTION

apm_ps Retrieves and displays information about active processes that were
spawned by the apmd daemon on the local host machine. Only the
processes spawned based on the configuration file are included in the
output. Processes spawned dynamically through the apm_spawn()
function are not part of the output. The elementsincluded in the output
are described in Table 9-7. This datais maintained by the apmd daemon
and stored in a process table located on the local host machine.

-c Assumes the AccessCRP version of apmd. The $PRODID and $RUNID
environment variables must be set to appropriate vaues.

-s Assumes the AccessSERVICES version of apmd. The $DOMID
environment variables must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd. The $SEBSHOME
environment variable must be set to an appropriate value.

-1 Prints additional information about each process including the internal
keys assigned to the process, its group 1D, and various states that the
apmd daemon should switch to based on process behavior.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

* If $DOMID is s, it assumes an AccessSERV I CES environment.

* |[f SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call

Routing Point) environment.

« If none of the above environment variables are set, but EEBSHOME is s, it assumesthe

basic Didributed? environment.

Reports process status.

d Note: The output of apm_psis a snapshot that istrue only for a split-second because of the
dynamic nature of the information. Therefore, it may not be completely accurate after itis
displayed.

OUTPUT VALUES

The output of this command contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
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output, the meaning of the column, and possible values that may be displayed. The fields
that are displayed depend on the command options used.

Table 9-7: apm ps Output Description

Column Possible
Heading Values

KEY

Description

Internal key assigned to the process on the local host. Identifies the dot alocated for the process
RKEY T The dynamic Process tabie mamtained by The apmid daemon.

Registration related key assigned to the process on the local host. |dentifies the ot allocated for
the processin the Distributed7 internal registration table. It corresponds to the KEY field in the
output of the ebs ps command. For processes that are spawned by apmd but do not register with
PID the Distributed /7 environment, thisTield 1ISset 1o U.

GID UNIX processTD assgned 1o the process on 1Ts host machine.

Group ID assigned to the processin the apmd configuration file[if any]. Thisgroup ID could be
PROG different from the UNTX group 1D Of the process.

TAG Program ID assigned 10 the process In the apmd configuration tife.

Tag associated with the process. Constructed by combining the process tag information specified
in the apmd configuration file with the node name of the host machine. All processes executing
ACTION on a particular host must be assigned UNique process tags.

The action mode defined for the processin the apmd configuration file. Key wordsfor thisfield
STATUS are described I apmconiig.

The status of the process. An **" next to avaluein thisfield indicates the apmd daemon isno
ok longer executing. Information retrieved/displayed may not be accurate.

busy Process executing normally.
exited

taled apmd is busy executing a scenario that involves the process.
a

Process terminated with a zero exit code.

killed Process terminated with a non-zero exit code. Depending on the ACTION field defined for the
processin the apmd configuration file, process may be re-spawned by apmd.

stopped Process terminated by an unexpected signal. Depending on the ACTION field defined for the
processin the apmd configuration file, process may be re-spawned by apmd.

- Heartbeat gatus
ok Process will not exchange heartbeat messages with apmd.

tailed Processis responding to the heartbeat request messages generated by apmd on aregular basis.
Process failed to respond to the heartbeat request messages generated by apmd on aregular basis.
na Process will bekilled by apmd.

apmd unable to send heartbeat request messages to the process since process has not yet regis-
RETRY tered with the Distributed/ environment.

SSTATE NUMDer of TIMES Process has been re-spawned Dy apmad TolTowing the initial Siart-up.

Start-up and steady-state success states for the process defined in the apmd configuration file.
The two dtates are separated from each other by the: character. The - character is used to identify
FSTATE dontcare Saes.

Start-up and steady-state failure states for the process defined in the apmd configuration file. The

two states are separated from each other by the : character. The - character is used to identify
donT care Saies.
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Table 9-7: apm_ps Output Description

Column Description
Heading Possible
HSTATE vaues
Start-up and steady-state hopeless states for the process defined in the apmd configuration file.
Thetwo Sates are separated from each other by the : character. The - character isused to identify
ASTATE dont care Saies.

Start-up and steady-state positive acknowledgment states for the process defined in the apmd
configuration file. The two states are separated from each other by the : character. The - character
NSTATE TSUSEd to identify don't care Staies.

Start-up and steady-state negative acknowledgment states for the process defined in the apmd
configuration file. The two states are separated from each other by the : character. The - character
ESTATE iSuSed o identiTy don't care Sates.

Execution states for the process defined in the apmd configuration file. Multiple execution states
[iTany] are Sseparated from each other Dy the | character.

Related Information
*p(1)
* Section 9.2.21, ebs _pson page 9-359
eapmd
* Section, apm_init() on page 3-5in the APl Reference Manua
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9.3.6 apm_report

NAME
apm_report
SYNOPSIS

Generates alog report.

apm_report [-b mmddyy] [-e mmddyy] [-p pri] [-d dir] [ filg] [-m|a] [hostname(s)]

DESCRIPTION

apm_report

-b mmddyy

-e mmddyy

-ppri

-f file

-d dir

Collects information from the mlogd log files stored on the individual
host machinesin the Distributed7 environment and creates areport. This
utility organizesthe records chronologically, searches the records for
user-specified information, generates customized log reports, and
displays the reports on the standard output. Without options, apm_report
generates areport that contains all log messages existing in the master
log files on the local host, up to the current point in time. Otherwise, the
contents of the report depend on the options specified.

Includes all log messages reported to mogd on or after the specified date.
The date is specified in the mmddyy format, with the month, day of the
month, and year expressed in 2-digit numerals (asin the UNIX date(1)
command).

Includes al log messages reported to mlogd on or before the specified
date. The date is specified in the mmddyy format, with the month, day of
the month, and year expressed in 2-digit numerals (asin the UNIX
date (1) command).

Includes log messages reported to mlogd with the specified priority
levels only. Without this option, the default includes log messages at all
priority levels. The pri argument may contain any combination of the

following val Uehformational messages.

=1 Messages at minor priority level.
-2 Messages at major priority level.
* i Messages at critical priority level.

Includes only the log messages that were generated by the executable
whose source file is specified in the file argument. By defaullt, al 1og
messages are included, regardless of the name of the sourcefile.

L ocates master/alternative log files on specified host machines. By
default, master/alternative log files are located under mlog and alog
directories, respectively, in the SEBSHOME/accessRUN directory. If
thedir is specified, the master/dternative log files are expected to be
located under the dir/mlog and dir/alog directories, respectively.

Includes only the log messages from the master log files (default).
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Includes only the log messages from the aternate [secondary] log files.

I dentifies the host machine(s) whose log files should be used for
hostname generating the report. If multiple hosts are specified, each hostname must
be separated from the others by white space. If ahostname is not
specified, the report will be generated for the local host only.

-a

I mportant: The SEBSHOME environment variable must be set before invoking this utility.

FILES

$EBSHOM E/accessRUN/mlog/M Log.mmddyy
$EBSHOM E/access'RUN/al og/AL og.mmddyy

EXAMPLES

The following are example command lines for apm_report.
» Todisplay dl critical log messages generated on the loca hogt, up to the current time, and
dored in the medter log files
apm_report-p4
» Todisplay al major and critical log messages sored in the dternate log files that were
generated Snce August 14, 1994 by the executable, named sample.c, which ison the hog,
phantom
apm_report -b 081494 -p 34 -f sample.c -a phantom
» Todisplay al minor, mgjor, and critical |og messages in the master log filesthat were
generated on the hogts, sun and mars, between the dates September 3, 1994 and December 7,
1994.
apm_report -b 090394 -e 120794 -p 234 sun mars

I mportant: Refrain from executing the apm_report utility on a live system (where several
user-space application programs are running) as it may consume a large amount of CPU
resour ces to search through and process the event log files accumulated on the system,
which islikely to degrade the performance of user-space applications running on the

system.

Related Information
edate(1)
* mlogd
* Section 9.2.25, ebs report on page 9-370
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9.3.7 apm_setstate

NAME
apm_setstate Manipulates apmd run state.

SYNOPSIS
apm_setstate [-c|gjx] [-h host] newstate

DESCRIPTION

apm_setstate Changes the current run state of the apmd daemon process on a host
operating under Distributed7 environment. The change in state causes
apmd to execute the apmconfig configuration file.

-¢ Changes the run state of the AccessCRP version of apmd. The
$PRODI D and $SRUNI D environment variables must be set to
appropriate values.

-s Changes the run state of the AccessSERVICES version of apmd. The
$DOMI D environment variables must be set to an appropriate vaue.

-x Changes the run state of the basic Distributed7 version of apmd. The
$EBSHOME environment variable must be set to an appropriate value.

-h host Changes the run state of apmd on a remote host identified by host. The
apmds on both the remote and local host must be operationa since the
request is placed through the local apmd. If the option is not provided,
thelocal host isthe default.

newstate Changes the run state to the provided state. The entries in the
configuration file (apmconfig or apmconfig.old) which have an execution
state matching this state will be executed.

Depending on which entries of the configuration file are executed, a change in state may
result in a change in the environment (e.g. new processes started and/or existing processes
terminated). Since apmd supports multiple versions, if the user does not explicitly specify
one in the command, then apmd determines the version by the following logic:

o If $DOMID isst, it assumes an AccessSERVICES environment.

¢ If $DOMI D isnot st but $PRODI D and $RUNI D are s, it assumes the AccessCRP (Call

Routing Point) environmen.

* If none of the above environment variables are set, but SEBSHOME is s, it assumesthe

basic Digributed? environment.

I mportant: The apmd daemon may reject a request to changeits current run stateif itis
busy executing a scenario, possibly at a different run state. If this happens, apm_setstate

will fail with an appropriate error code.

Rdated | nformation

Copyright ¥ NewNet Communication Technologies Page 9 399



160-3001-01 Signaling Gateway Client User
Manual

apmd

* Section 9.3.2, apm_getstate on page 9-389
* Section 9.3.4, apm_killall on page 9-392

* Section 9.3.16, apm_update on page 9-417
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9.3.8 apm_start

NAME
apm_start Starts the apmd daemon.

SYNOPSIS
apm_start [-c|gx] [-f cfdfil€]

DESCRIPTION

apm_start Sets up the trace shared memory segment of the default size using
apm _trinit and then starts the apmd daemon process on the local host. If
the trace shared memory aready exists, then only apmd will be started.
Upon start-up, apmd will create and manage a set of processes as defined
inthe configuration file.

-c Starts the AccessCRP (Call Routing Point) version of apmd. The
$PRODID and $RUNI D environment variables must be set to
appropriate values prior to program execution. This version supports
multiple application domains on asingle host. The settings of the
environment variables are used to invoke the apmd instance.

-s Starts the AccessSERVICES version of apmd. The $DOMID
environment variable must be set to an appropriate value prior to
program execution. This version supports multiple application domains
on asingle host. The setting of the environment variable is used to
invoke the apmd instance.

-x Starts the normal Distributed?7 version of apmd. The $EBSHOME
environment variable must be set to an appropriate value prior to
program execution. This version does not support multiple application
domains on asingle host. The apmd daemon executesin alocal-exclusive
mode, i.e., only oneinstance of this version of apmd may be executing on
ahost.

-f cfgfile Use the configuration file specified by cfgfile instead of the default. By
default, apmd uses the apmconfig or apmconfig.old configuration file
under an appropriate release directory. (See apmd.)

The apmd supports different types of application environments, as described by the options
(c, s, Xx). If the user does not explicitly specify one of the options, apmd will determine the
appropriate environment based on environment variable settings and the following logic:

o |[f $DOMID is s, it assumes an AccessSERV I CES environment.

* |f $DOMID isnot sat but $PRODI D and $RUNID are s, it assumes an AccessCRP
environment.

« |f none of the above environment variables are sat but $EBSHOME is s, it assumesabagic
Distributed? environment.
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Related Information
eapmd
* Section 9.3.9, apm_stop on page 9-403
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9.3.9 apm_stop

NAME
apm_stop Terminates the apmd daemon.

SYNOPSIS
apm_stop [-c|gx] [-h host]

DESCRIPTION

apm_stop Terminates the apmd daemon and the processes that it had spawned
through the configuration file. The daemon and its processes can be
stopped on any host machine operating under the Distributed?
environment.

-c Assumes the AccessCRP version of apmd. The $PRODID and $RUNID
environment variables must be set to appropriate values.

-s Assumes the AccessSERVICES version of apmd. The $DOMID
environment variables must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd. The $EBSHOME
environment variable must be set to an appropriate vaue.

-h host Stops process and apmd on a remote host identified by host. The apmds
on both the remote and local host must be operational since the request is
placed through the local apmd. If the option is not provided, the local
host isthe defauilt.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:
* If $DOMID is s, it assumes an AccessSERVICES environment.
o If SDOMID isnot set but $PRODI D and $RUNID are s, it assumes the AccessCRP (Call
Routing Point) environmen.
* If none of the above environment variables are set, but $SEBSHOME is s, it assumesthe
basic Digtributed7 environment.
The apmd terminates the processes that it has spawned differently for the different apmd
versions.
AccessSERVICES and AccessCRP Versions
1. apmd warns al of its active processes by sending the SGTERM signal to them.
2. apmd waits up to 60 seconds for the processes to exit.

3. If aprocess still has not exited, apmd will warn this process one more time by
sending asecond SGTERM signal to it

4. apmd waits up to 3 seconds for the process to terminate.

5. If the process still has not exited, apmd terminates the process forcefully by sending a
SGKILL signal.
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6. After all processes exit and/or are terminated, apmd terminates itself with an exit
code of zero.

Distributed? Version
The basic version of apmd terminates processes that are spawned by it and other processes
currently using the Distributed7 platform.

1. apmd sends the SGTERM signal to processes that are not currently registered with
the Distributed7 environment. (Thisisthe only notification these processes will
receive.)

2. apmd issues alocal system software shutdown request to its active processes.
3. apmd waits up to 60 seconds for its processes to exit.

4. If any of its processes still has not exited, apmd will warn each process by sending a
SGTERM sgnd to it

5. apmd waits up to 3 seconds for its remaining process(es) to terminate.

6. If aprocess still has not exited, apmd terminates the process forcefully by sending a
SGKILL signal.

7. After all processes exit and/or are terminated, apmd terminates itself with an exit
code of zero.

Related Information
eapmd
* Section 9.3.8, apm_start on page 9-401
* Section 9.3.4, apm_killall on page 9-392
* Section 9.3.3, apm_Kill on page 9-390
* Section 9.3.7, apm_setstate on page 9-399
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9.3.10 apm_trcapture

NAME
apm_trcapture Captures trace output.

SYNOPSIS

apm_trcapture [-c|g|x] [[-0] | [[-d dir|-f file] [-] limit]]] [{-m|n} maskO,...,mask63]
[{-plr} progido....,progid511]

DESCRIPTION

apm_trcapture Displays the current values of the trace mask settings on the local host to
the standard output. By default, trace mask settings are displayed for all
program IDs, if at least one of the 64 trace masksis currently activated
for any of the 512 program IDs.

-C Captures contents of the trace buffer for the AccessCRP version of apmd.
The $PRODI D and $RUNI D environment variables must be set to
appropriate values.

-S Captures contents of the trace buffer for the AccessSERVICES version of
apmd. The $DOMI D environment variables must be set to an appropriate
value.

-X Captures contents of the trace buffer for the basic Distributed? version of
apmd. The SEBSHOME environment variable must be set to an
appropriate value.

-0 Displays trace information captured on stdout only. When thisoptionis
specified, captured trace messages will not be stored in alog file.

Note: This option cannot be used in combination with any of the following options:
[-d dir]
[ffile]
[ limit]

-m masko,...,mask63Captures the trace message(s) specified in masks. A maximum of 64
trace masks can be specified (0-63). Multiple trace masks must be
separated from each other with the, character and no white space.
A range of masks may be specified with the - character. All mask
settings may be modified by specifying the string all asthe masks
argument.
-n masko,...,mask63Captures all trace messages EXCEPT the one(s) specified in masks.
Masks can be specified in the range from 0 to 63. Multiple trace
masks must be separated from each other with the , character and
no white space. A range of masks may be specified with the -
character.
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-p progido,...,progid511 Captures the trace message(s) for the processes with the
program I1Ds specified in progid. A maximum of 512 program
IDs can be specified (0-511). Multiple program IDs must be
separated from each other using the, character with no white
space. A range of program IDs may be specified using the -
character (see example).

-r progido,...,progid511 Captures the trace message(s) for al processes EXCEPT the ones
whose program IDs are specified in progid. A maximum of 512
program I Ds can be specified (0-511). Multiple program IDs must
be separated from each other using the , character with no white
gpace. A range of program IDs may be specified using the -

_ Saves cgﬁ?ﬂ?&qrace log files on specified host machines. By defaullt,
-d dir trace log files are located under tracelog directory in the
$EBSHOME/accessRUN directory. If the dir is specified, the
tracelog files are stored under the dir/tracelog directory. If dir
directory (or tracel og sub-directory) does not exist,
apm_trcapture will make an attempt to create all necessary
directories.

d Note: This option cannot be used in combination with the [-f file] or [-0] options.

_ Saves captured trace log information of filename specified by file
-ffile argument. By default, al trace log files will be named with the "TLog"
prefix and contain the process ID of the executing program as an
extension. This option gives users the flexibility to name trace log files
using their own naming conventions and store them in their preferred
directories.

d Note: This option cannot be used in combination with the [-d dir] or [-0] options.

-I limit Limits the number of trace statements to be stored in tracelog file at any
given time to the val ue specified vialimit argument. Once the specified
limit is exceeded, thefileis truncated to zero length and writing
continues from the beginning of file. This option allows users to control
the maximum size of tracel og files generated by apm_trcapture utility.

d Note: This option cannot be used in combination with the [-0] option.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

o |[f $DOMID is s, it assumes an AccessSERVICES environment.

* |[f $SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.
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« |f none of the above environment variables are sat, but EBSHOME is s, it assumesthe
badc Didributed? environment.

EXAMPLES
apm_trcapture-m 1,3,5-p 0,-,23

Captures trace messages corresponding to trace categories 1, 3, and 5 for
program ID's O through 23.

apm_trcapture-m 10,20 -p all

Captures trace messages for trace categories 10 and 20 for al program
ID's.

apm_trcapture-n 1,-,15-r 0,-,200
Captures trace messages for al trace categories other than 1 through 15
and for al processes whose program ID's are above 200.

FILES

SEBSHOME/access/RUN/tracelog/TLog.pid

Rdated I nformation

* Section 9.3.13, apm_trinit on page 9-411
* Section 9.3.11, apm_trclear on page 9-408
* Section 9.3.12, apm_trgetmask on page 9-409
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9.3.11 apm_trclear

NAME

Clearsthe contents of the trace shared memory.
apm_trclear

SYNOPSIS
apm_trclear [-c|gx]

DESCRIPTION

apm_trclear Clears the contents of the local host’s IPC shared memory segment which
is used for tracing the execution of application programs. This memory
segment is also referred to as the trace buffer. (Tracing occurs through
the libapm trace macros.)

-c Assumes the AccessCRP version of apmd. The $PRODID and $RUNID
environment variables must be set to appropriate vaues.

-s Assumes the AccessSERVICES version of apmd. The $DOMID
environment variables must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd. The $SEBSHOME
environment variable must be set to an appropriate value.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:
* If $DOMID is s, it assumes an AccessSERV I CES environment.
* |[f $SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.

« |f none of the above environment variables are sat, but $EBSHOME is s, it assumesthe
basic Digributed? environment.

d I mportant: Theapm _trclear utility should be used with care. It will permanently erase all
trace messages logged for the specified environment.

Rdated I nformation

* Section 9.3.13, apm_trinit on page 9-411

* Section 9.3.12, apm_trgetmask on page 9-409

* Section 9.3.14, apm_trsetmask on page 9-413

* Section 9.3.15, apm_trshow on page 9-415

* Section 9.3.10, apm_trcaptur e on page 9-405

* Section 3.2.21, apm_trace() on page 3-20 in the API Reference Manual
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9.3.12 apm_trgetmask

NAME
apm_trgetmask Retrieves trace mask settings.

SYNOPSIS
apm_trgetmask [-c|gx] [-€] [{-p|r} progidO....,progid511]

DESCRIPTION

apm_trgetmask Displays the current values of the trace mask settings on the local host to
the standard output. By default, trace mask settings are displayed for all
program IDs, if at least one of the 64 trace masksis currently activated
for any of the 512 program IDs.

-c Displays trace mask settings for the AccessCRP version of apmd. The
$PRODID and $RUNID environment variables must be set to
appropriate values.

-s Displays trace mask settings for the AccessSERVICES version of apmd.
The $DOMI D environment variables must be set to an appropriate value.

-x Displays trace mask settings for the basic Distributed7 version of apmd.
The $SEBSHOME environment variable must be set to an appropriate
value.

-e Displays any pattern strings associated with individual trace masks for
specified program IDs. The pattern strings comprise regular expressions
and are st forth with the apm_trsetmask command line utility. If a
pattern string exists and there is a match between the actual trace
message contents and the regular expression, trace statements associated
with the corresponding trace mask will be generated.

-p progido,...,progid511 Displays the trace mask settings for the processes with the
program IDs specified in progid. A maximum of 512 program IDs can be
specified (0-511). Multiple program 1Ds must be separated from each
other using the , character with no white space. A range of program IDs
may be specified using the - character (see example).

-r progido,...,progid511 Displays the trace mask settings for all processes
EXCEPT the oneswhose program IDs are specified in progid. A
maximum of 512 program IDs can be specified (0-511). Multiple
program I Ds must be separated from each other using the, character with
no white space. A range of program IDs may be specified using the -

character.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

o [f $DOMID is st it assumes an AccessSERV I CES environment.
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* |[f SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.

« |f none of the above environment variables are sat, but $EBSHOME is s, it assumesthe
basic Digributed? environment.

EXAMPLES

apm_trgetmask -p 1,3,5,10,-,20
Retrieves the current trace mask settings for program IDs 1, 3, 5, and 10
through 20.

Rdated Information

* Section 9.3.13, apm_trinit on page 9-411

* Section 9.3.11, apm_trclear on page 9-408

* Section 9.3.14, apm_trsetmask on page 9-413

* Section 9.3.15, apm_trshow on page 9-415

* Section 9.3.10, apm_trcaptur e on page 9-405

* Section 3.2.21, apm_trace() on page 3-20 in the API Reference Manual
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9.3.13 apm_trinit

NAME
apm_trinit Initializes |PC shared memory.

SYNOPSIS

apm _trinit [-f] [-c|gx] [-m maxcnt]

DESCRIPTION

apm_trinit Creates and initializes the IPC shared memory segment used during the
tracing of application programs on the local host.

-f Forces the initialization of the trace shared memory if it already exists.
Normally, auser is not allowed to re-initialize the trace shared memory
segment if it already exists.

-c Initializes trace shared memory for the AccessCRP version of apmd. The
$PRODID and $SRUNI D environment variables must be set to
appropriate values.

-s Initializes trace shared memory for the AccessSERVICES version of
apmd. The $DOMI D environment variables must be set to appropriate
values.

-x Initializes trace shared memory for the basic Distributed7 version of
apmd. The SEBSHOME environment variable must be set to an
appropriate value.

-m maxcnt Specifies the size of the |PC shared memory segment to be initialized.
The maxcnt argument specifies the size in number of messages. The size
should never be made less than the default size of 1000 messages.

The trace shared memory segment is a circular buffer storing trace messages. The trace
messages are generated by applications using the libapm trace macros. The shared memory
segment must be initialized prior to the start-up of the apmd daemon and any other
application program that will use the libapm.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

* [f $DOMI D is s, it assumes an AccessSERV I CES environment.

o |f SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environment.

« |f none of the above environment variables are set, but SEBSHOME is s, it assumesthe
badc Didributed? environment.

I mportant: The apm _trinit utility cannot be used while the apmd daemon on the local host
isrunning. It should only be used before the apmd daemon is started.

Rdated I nformation
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* Section 9.3.11, apm_trclear on page 9-408

* Section 9.3.12, apm_trgetmask on page 9-409

* Section 9.3.14, apm_trsetmask on page 9-413

* Section 9.3.15, apm_trshow on page 9-415

* Section 9.3.10, apm_trcaptur e on page 9-405

* Section 3.2.21, apm_trace() on page 3-20 in the API Reference Manua
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9.3.14 apm_trsetmask

NAME
apm_trsetmask Sets atrace mask.

SYNOPSIS

apm_trsetmask [-c|gx] [-a] [{-m|n} maskO,...,mask63] [{-p|r} progidO....,progid511]
[pattern]

DESCRIPTION

apm_trsetmask Sets atrace mask or changes the current values of the trace mask settings
available on the loca host. Without any options, all 64 trace masksfor all
512 program IDs will be set. The pattern command line argument
specifies pattern strings of regular expressions for selective tracing under
aparticular trace mask setting and program ID.
-c Modifies mask setting for the AccessCRP version of apmd. The
$PRODI D and $SRUNI D environment variables must be set to
appropriate values.
-s Modifies mask setting for the AccessSERVICES version of apmd. The
$DOMI D environment variables must be set to an appropriate vaue.

-x Modifies mask setting for the basic Distributed7 version of apmd. The
$EBSHOME environment variable must be set to an appropriate value.
-a Appends the specified trace mask(s) to any existing ones.
-m masko,...,mask63M odifies the trace mask(s) specified in masks. A maximum of 64
trace masks can be specified (0-63). Multiple trace masks must be
separated from each other with the , character and no white space.
A range of masks may be specified with the - character. All mask
settings may be modified by specifying the string all asthe masks
argument.
-n masko,...,mask63Modifies al trace masks EXCEPT the ong(s) specified in masks.
Masks can be specified in the range from 0 to 63. Multiple trace
masks must be separated from each other with the , character and
no white space. A range of masks may be specified with the -
character.
-p progido,...,progid511Manipul ates the trace mask settings for the processes with the
program I1Ds specified in progid. A maximum of 512 program
IDs can be specified (0-511). Multiple program I Ds must be
Separated from each other using the, character with no white
gpace. A range of program IDs may be specified using the -
character (see example).
-r progido,...,progid511 Manipulates the trace mask settings for all processes EXCEPT
the ones whose program IDs are specified in progid. A maximum
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of 512 program I Ds can be specified (0-511). Multiple program
IDs must be separated from each other using the, character with
no white space. A range of program IDs may be specified using
the - character.
Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

* If SDOMID iss, it assumes an AccessSERVICES environment.

* [f $DOMID isnot set but $PRODI D and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.

« |f none of the above environment variables are s, but SEBSHOME is s, it assumesthe
basic Distributed? environment.

Distributed7 system software supports atotal of 64 separate trace masks for each program
ID. A total of 512 program IDs are available on a given host. Therefore, 512 processes may
be uniquely traced and identified. If more than 512 processes co-exist, some processes will
be assigned the same program ID. The result of such asituation isthat trace messages
generated by both programs that share an ID would be displayed on the screen together.

EXAMPLES

apm_trsetmask -m 1,35-p 0,-,23
Sets the masks corresponding to trace categories 1, 3, and 5 for program
ID's 0 through 23.

apm_trsetmask -m 10,20 -p all
Setstrace categories 10 and 20 for al program IDs.
Note: The same result could aso be achieved by not specifying the -p
option.

apm_trsetmask -m 3-p 5’ Msat=[A-Z]+ link=[0-7]
Sets the mask corresponding to trace category 3 for program ID 5
selectively (if the trace message contents match the regular expression
specified by the pattern argument).

Rdated Information

* Section 9.3.13, apm_trinit on page 9-411

* Section 9.3.11, apm_trclear on page 9-408

* Section 9.3.12, apm_trgetmask on page 9-409

* Section 9.3.15, apm_trshow on page 9-415

* Section 9.3.10, apm_trcaptur e on page 9-405

* Section 3.2.21, apm_trace() on page 3-20 in the API Reference Manual
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9.3.15 apm_trshow

NAME
apm_trshow Displays the trace output.

SYNOPSIS
apm_trshow [-c|sgx] [{-m|n} maskO,...,mask63] [{-p|r} prodigO....,progid511]

DESCRIPTION

apm_trshow Displays the trace information that is in the IPC shared memory segment
of thelocal host. (Tracing shows the execution of application programs.)
Without any options, all trace messagesin the shared memory segment
will be displayed on the standard output. The options alow selective
display of certain messages from memory.

-c Displays contents of the trace buffer for the environment that is
controlled by the AccessCRP version of apmd. The $PRODI D and
$RUNI D environment variables must be set to appropriate values.

-s Displays contents of the trace buffer for the environment that is
controlled by the AccessSERVICES version of apmd. The $DOMID
environment variables must be set to an appropriate value.

-x Displays contents of the trace buffer for the environment that is
controlled by the basic Distributed7 version of apmd. The SEBSHOME
environment variable must be set to an appropriate vaue.

-m maskO,...,mask63 Displays the trace mask(s) specified in masks. A maximum of 64
trace masks can be specified (0-63). Multiple trace masks must be
separated from each other with the , character and no white space. A
range of masks may be specified with the - character. All mask settings
may be modified by specifying the string all as the masks argument.

-n masko,...,mask63 Displays all trace masks EXCEPT the one(s) specified in masks.
Masks can be specified in the range from 0 to 63. Multiple trace masks
must be separated from each other with the , character and no white
space. A range of masks may be specified with the - character.

-p progido,...,progid511 Displays the trace mask settings for the processes with the
program IDs specified in progid. A maximum of 512 program I1Ds can be
specified (0-511). Multiple program 1Ds must be separated from each
other using the , character with no white space. A range of program IDs
may be specified using the - character (see example).

-r progido,...,progid511 Displays the trace mask settings for all processes
EXCEPT the ones whose program I Ds are specified in progid. A
maximum of 512 program |IDs can be specified (0-511). Multiple
program I Ds must be separated from each other using the, character with
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no white space. A range of program IDs may be specified using the -
character.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:
* If $DOMID is s, it assumes an AccessSERV I CES environment.
* |[f $SDOMID isnot set but $PRODID and $RUNID are s, it assumesthe AccessCRP (Call
Routing Point) environmen.
* If none of the above environment variables are set, but SEBSHOME is s, it assumesthe
basc Didributed7 environment.

EXAMPLES

apm_trshow-m 1,35-p0,-,23
Displays the trace messages for the trace categories 1, 3, and 5 for

program ID's O through 23.

apm_trshow -m 10,20 -p all
Displays the trace messages for trace categories 10 and 20 for all

program ID's.

apm_trshow -n 1,-,15-r 0,-,200
Displays trace messages for all trace categories other than 1 through 15

and for all processes whose program | Ds are above 200.

Related Information
* Section 9.3.13, apm_trinit on page 9-411
* Section 9.3.11, apm_trclear on page 9-408
* Section 9.3.12, apm_trgetmask on page 9-409
* Section 9.3.14, apm_trsetmask on page 9-413

* Section 9.3.10, apm_trcapture on page 9-405
* Section 3.2.21, apm_trace() on page 3-20 in the API Reference Manua
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9.3.16 apm_update

NAME
apm_update  Informsapmd of any changesin the configuration.

SYNOPSIS
apm_update [-c|sx] [-h host]

DESCRIPTION

apm_update Notifies the apmd daemon process on a specified host that changes in the
apmd configuration file have occurred. It causes the apmd to re-read and
re-execute the instructions in the configuration file, based on its current
state. It copies the updated file into itsinternal processtable.

-c Assumes the AccessCRP version of apmd and re-reads the
apmconfig.old configuration file. The SPRODID and $SRUNID
environment variables must be set to appropriate values.

-s Assumes the AccessSERVICES version of apmd and re-reads the
apmconfig.old configuration file. The $SDOMID environment variables

must be set to an appropriate value.

-x Assumes the basic Distributed7 version of apmd and re-reads the
apmconfig configuration file. The SEBSHOME environment variable

must be set to an appropriate value.

-h host Causes an update of the apmd on a remote host identified by host. The
apmds on both the remote and local host must be operationa since the
request is placed through the local apmd. If the option is not provided,
thelocal host isthe default.

Since apmd supports multiple versions, if the user does not explicitly specify onein the
command, then apmd determines the version by the following logic:

* If $DOMID is s, it assumes an AccessSERVICES environment.

o |f SDOMID isnot set but $PRODI D and $RUNID are s, it assumes the AccessCRP (Call

Routing Point) environment.

* If none of the above environment variables are set, but $SEBSHOME is s, it assumesthe

basic Digtributed? environment.

configuration fileif it is busy executing a scenario. If this happens, apm_update will fail

! I mportant: The apmd daemon may reject a request to re-execute and update the
with an appropriate error code.

Reated I nfor mation

apmd
* Section 9.3.7, apm_setstate on page 9-399
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9.4 DSMUtilities
9.4.1 dsm_apidemo
NAME
dsm_apidemo Demonstrates the capabilities of the Distributed Shared Memory (DSM)
library functions.
SYNOPSIS

dsm_apidemo [-X]

DESCRIPTION

dsm_apidemo Starts a menu-driven program which demonstrates the basic set of
capabilities provided as part of the Distributed7 Distributed Shared
Memory (DSM) Applications Programming Interface (API) library
(libdsm). The dsmd process on al involved hosts must be running.

Indi cates that the program should not bind an address to the service end

point associated with it. This option allows the DSM capabilitiesto be

used by processesthat are not registered to the Distributed7 environment.

If this option is not specified, a named object entry for dsm_apidemo will

be created in the process table of the local machine.

This program alows the user to:

* acquire/destroy a DSM segment identifier

« attach/detach a DSM segment to the data segment of the calling
process

* acquire/release read-only or read-write locks on a DSM segment
which must be done to perform consistent read/write operations
through the segment

» read/write from/to a specified region of aDSM segment

* retrieve/manipul ate various pieces of information about a DSM
segment

* retrieve/manipulate DSM optional parameter settings
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9.4.2 dsm_audit

NAME

dsm_audit

SYNOPSIS

Audits distributed shared memory dynamic data.

dsm_audit [-a]l|m|q|s] [-h host]

DESCRIPTION

dsm_audit

Places amanual request to audit the dynamic dataand I1PC
communication resources associated with the dsmd processon a
specified host. The dsmd processes on the local and specified hosts must
be running.

Without any options, &l dynamic data records and |PC communication
resources maintained by the dsmd process on the local host will be
audited. Otherwise, the audit islimited and defined by the command-line
options.

Audits address records maintained by dsmd on the specified host.
Address records are created when a process cals dsm_attach(). They are
maintained until the process callsthe dsm_attach() or dsm_destroy()
functions or until the process associated with the address record
terminates. This audit identifies and removes address records that belong
to non-existing processes.

Auditslock records maintained by dsmd on the specified host. Lock
records are created when aprocess calsdsm_lock(). They are
maintained until the process calls the dsm_unlock(), dsm_detach(), or
dsm_destroy() functions or until the process associated with the lock
record terminates. This audit identifies and removes |ock records that
belong to non-existing processes so other lock requests can be serviced.

Audits segment records maintained by the dsmd daemon on the specified
host. Segment records are created as aresult of dsm_get() function call
by a process and maintained until a corresponding dsm_destroy()
function call isissued. The main motivation in auditing segment records
Isto identify segment records associated with non-existing shared
memory segments and delete them.

Audits the IPC message queue used by dsmd on the specified host, which
is used to communicate with application processes on that host. This
audit identifies and discards unattended messages (e.g. messages that
belong to non-existing application processes) to prevent message
accumul ation.

Audits service records maintained by dsmd on the specified host. Service
records are created when a process cals any libdsm function. They are
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mgi ntained upti | thecal is sgrvi ced by dsmd. or the process assOCi ated
ARG LVTE T S0LE 1 P AR T A e ARy hGa s

-h host default isthe local host.

d I mportant: The dsmd process has an automatic mechanism to periodically audit all
dynamic data and |PC communication resources as follows:

* lock records - every second,

* servicerecords- every 10 seconds,

* main segment records - every 60 seconds,
* addressrecords- every 60 seconds,

* |PC message queue - every 300 seconds,

Therefore, execution of this command is not normally required. This command simply
provides a means to manually audit when an audit is desired between intervals.
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9.4.3dsm_bm

NAME

dsm_bm

SYNOPSIS

Benchmarks Distributed7 DSM framework

dsm_bm-d-k key -s

DESCRIPTION
dsm _bm

-k key

Benchmarks the performance of the Distributed7 Distributed Shared
Memory (DSM) framework in terms of the total number of read-write
operations that can be performed within a specified timeinterval. The
dsmd daemons on al involved hosts must be running.

When executed, dsm_bm will prompt the user for the specifics of the
benchmark test to be performed (e.g., Size and nature of the read-write
locks to be acquired, number of worker threads). Subsequently, dsm_bm
will create the user-specified number of threads and perform atotal of
10,000 overlapping or non-overlapping read-write operations across a
DSM segment. If multiple worker threads are in use, they will work
together to perform the DSM read-write operationsin parallel.

After the specified number of DSM read-write operations are completed,
dsm_bm will caculate the average lock/unlock timesinvolved in
performing these operations and estimate the overall system performance
in the terms of number of DSM read-write operations [of specified size]
per second. The resultswill be displayed to the user on stdoui.

Indicates that the benchmark tests should be conducted in the "debug”
mode. In debug mode, statistics regarding each DSM lock/unlock
operation will be displayed on stdoui.

Usesthe IPC key base specified by the key argument when allocating the
DSM segments necessary for conducting the benchmark tests. This
option alows multiple instances of the dsm_bm utility to be executed in
aconcurrent yet non-intrusive manner. By default, the dsm_bm utility
uses the key base 2000 and all ocates three consecutive DSM segments
with keys 2000, 2001, and 2002. While one of these DSM segmentsis
used for the actual read-write operations, the other two are used for
storing operational parameters and test results. All three DSM segments
are destroyed upon completion of the benchmark tests.

Indicates that the dsmd daemon is operating in the stand-alone mode;
therefore, DSM benchmark tests should be conducted in the stand-alone
mode.
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9.4.4 dsm_list

NAME
dsm ligt

SYNOPSIS

Displays distributed shared memory information.

dsm_list[-all|mig] [ -d] [-h hos{]

DESCRIPTION

dsm _list

-h host

Displays information about the dynamic data records maintained by the
dsmd process on a specified host. The dsmd processes on the local and
specified hosts must be running.

Without any options, information is displayed about all existing DSM
segments that the local host has data on. Otherwise, the type of
information and the source host is defined by the command-line options.

Lists the address records maintained by dsmd on the specified host.
Address records of a host include only those processes that are executing
on that host and are attached to DSM segments. Address records are
created when a process calls dsm_attach(). They are maintained until the
process calsthe dsm_detach() or dsm_destroy() functions or until the
process associated with the address record terminates.

Listslock records maintained by dsmd on the specified host. Lock
records on the individual hosts must be identical since locks are
considered global resources. Lock records are created when a process
calsdsm_lock(). They are maintained until the process callsthe
dsm_unlock(), dsm_detach(), or dsm_destroy() functions or until the
process associated with the lock record terminates.

Lists DSM segment records maintained by dsmd on the specified host.
Segment records on the individual hosts must be identical since they are
considered global resources. Segment records are created when a process
calsdsm_get(). They are maintained until the process callsthe
dsm_destroy() function.

Lists service records maintained by dsmd on the specified host. Service
records are created when a process calls any libdsm function. They are
maintained until the call is serviced by dsmd or the process associated
with the service record terminates. Service records on a host include the
processes executing on that host which use libdsm and those remote
processes which need the local dsmd process for coordination of multi-
host DSM operations.

Lists detailed information.

Retrieves information from the dsmd process on the specified host. The
default isthe local host.
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OUTPUT VALUES

The output of this command contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
output, the meaning of the column, and possible values that may be displayed.

Table 9-8: dsm_list Qutput Column Description

Output

Field Name Keyword Values

on
o

1D -

KEY DSM segment identifier.

ADDR Key associaied with the DSV Segmert.
Address at which the local copy of the DSM segment is

MODE attached 1o the data segment of the caling process.

SIZE Accessmode of the DSM segment In octal Torm.

HOST Size of the DSM segment, 1n bytes.

When no option is specified in the command, thisfield
containsinformation about the host through which the
DSM segment has been created.

When the -a option is specified, it contains information
about the host for which the address records are
retrieved and displayed.

When the -I or -s option is specified, it contains infor-
mation about the host through which the lock or service

PID record was nitially acquired.

When no option is specified in the command, thisfield
contains the UNIX process ID of the process on the
specified host that created the DSM segment.

Otherwise, it contains the process ID of the processon
the specified host that is associated with a specific

THR address, 10CK, or servicerecord.
Thread 1D associated with a specific lock or service

uiD record.

GID Effective user TD associaied with the DSM segment.

PERM Effective group 1D associated with the DSV Segment. read-only or read-write

Access permissions associated with a particular attach-

LOCKID ment of aDSM segment Dy the calling process.

Identifier associated with a particular instance of alock
record. It isassigned by the system when dsm_lock() is
called. It isreleased when the corresponding

dsm_unlock() function is called by the originating pro-

LOCKTYPE Sp&ftes whether the corresponding lock has been
acquired for read-only or read-write purposes. read-only or read-write

FROM -
Marks the beginning of the segment region protected by
the specified lock. Expressed in terms of a byte-offset

[IncTusIve] from the beginning of the DSV Segmernt.
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Table 9-8: dsm_list Output Column Description

tains information about the current status of the local
copy of the DSM segment on the specified host. It can
be one of the following values:

Output _
Field Eame Description
Keavyword \'Ia yes
TO Marks the end of the segment region protected by the
specified lock. Expressed in terms of a byte-offset -
[exclusive] from the beginning of the DSM segment.
SVCNO Identifier associated with a particular instance of a ser-
vice record. It is assigned by the system when the first -
libdsm function call ismade. It is released when the
request has been serviced by the system.
SVCTYPE Identifies the libdsm request that is being serviced by
the system. -
TIME Local time the corresponding service request was
received by the dsmd process. -
STAT When no option is specified in the command, it con-

synced - Indicates that the contents of the local copy of
the DSM segment on the specified host are in the pro-
cess of being synchronized with other copies across the
network. When the synchronization process completes
successfully, the status will be marked valid. If it fails,
it will be marked invalid and an attempt will be madeto
re-sync the contents.

valid - Indicates that the contents of the local copy of
the DSM segment on the specified host arein sync with
other copies across the network.

invalid - Indicates that the contents of thelocal copy of
the DSM segment on the specified host are not in sync

When \-s option is specified, thisfield containsinfor-
mation about the current status of the application
request. It can be one of the following values:

wiIth other copies across the network.

init - Initial gate. Indicatesthat a service record has just
been created by the dsmd process for the request speci-
fied.

pend - Pending state. Indicates that thelocal dsmd pro-
cessis handling the request but has not yet contacted its
peers on the remote hogts.

wait - Wait state. The operation requested requires
cooperation between multiple hosts and the system is
contacting dsmd processes on remote hosts.

blkd - Blocked state. Indicates that the request cannot
be serviced at thistime because it requires resources

Rdated Information

* Section 9.4.6, dsm_stat on page 9-426

TNat are currently in use Dy another Process.

* Section 4.2.6, dsm_getstat() on page 4-10 in the APl Reference Manual
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9.4.5dsm_rm

NAME

dsm rm
Removesa DSM segment.

SYNOPSIS
dsm_rm-iid |k key

DESCRIPTION

dsm rm
N Destroys a user-specified distributed shared memory (DSM) segment
and the data structures associated with it. The dsmd process of all
involved hosts must be running. Upon successful completion, the
following will aso occur:

* the identifier associated with the DSM segment will be removed from
the system

« all processes attached to the segment will automatically be detached
did « all locks pertaining to the segment will automatically be released

Destroysthe DSM segment with the specified identifier. Identifiers can
be obtained with the dsm_get() function call.

Destroys the DSM segment with the given I|PC key. The IPC key valueis
the same value that is supplied as an argument to adsm_get() function
call.

r Note: Only superuser or the owner of the DSM segment may use this command.

-k key
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9.4.6 dsm_stat

NAME
dsm_stat _ . _
Retrieves information about aDSM segment.
SYNOPSIS

dsm_stat [-a] -i id | k key

DESCRIPTION

dsm_dat
Displays information about the individua 1PC shared memory segments
that make up adistributed shared memory (DSM) segment. The contents
of theinformation retrieved is similar to the output of the UNIX ipcs
command with the -ma options. The dsmd process of dl involved hosts
must be running.
Prints additional information about the DSM segment. This option
includes the owner’ s process ID, the last process that modified the
segment, the last attach operation that was performed, the last modify
operation that was performed, and the last detach operation that was
performed.
Retrieves information on the DSM segment with the specified identifier.
Identifiers can be obtained with the dsm_get() function call.
Retrieves information on the DSM segment with the given IPC key. The
|PC key value isthe same value that is supplied as an argument to a
dsm_get() function call.
OUTPUT VALUES

The output of thiscommand contains several columns of information, depending on the
options used in the command. The following table contains the column headings of the
output and the meaning of the column.

-i id

-k key

Table 9-9: dsm_stat Output Column Description

Output
Field Name Descrintion
DSMID
KEY DSM segmert Identifier.
HOST Key associaied with the DSV segment.
Name of the host machine on which alocal copy of the DSM segment exists. The DSM existsin the form
SHMID of an TPC shared memory Segment.
MODE TPC shared memory identifier associated with the focal copy of the DSV segment on the specified host.
SIZE ACCess mode Of the SpeciTied hosT' STocal copy of the DSV segment, 1h octal Torm.
NATTCH Sizeof the Specified oS sfocal copy of the DSV SegmerTt, in DyTes.
ulD Total NUMDEr Of Processes attached to the DSV Ssegment on the specified oSt
Effective user 1D associaied with the Specified host s focal copy of the DSV Segment.
Page 9 426
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Table 9-9: dsm_stat Output Column Description

Output

Fleld Name noonripﬁr\n

GID

CPID Effective group 1D associated with the specitied oSt sTocal copy of the DSV Segment.

LPID UNIXProcess 1D Of the process thet created the focal copy Of the DSV Segmient on the Nost Specitied.
UNIX process ID of the last process that performed an attach or detach operation on the local copy of the

ATIME DSV Segment on the host specitied.

CTIME Cocal ime the 1ast attach was performed on the focal copy of the DSV Segment on the Nost SpeciTied.
Local time the last modify operation was performed on the local copy of the DSM segment on the host

DTIME Specified.

Cocal time the fast detach was parformed on the focal copy of the DSV Segment on the host Specified:
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9.5 DKMUtilities
9.5.1 dkm_apidemo

NAME

dkm_apidemo Demonstrates the capabilities of the Distributed Kernel Memory (DKM)
library functions.

SYNOPSIS
dkm_apidemo

DESCRIPTION

dkm_apidemo Starts a menu-driven program designed to demonstrate and exercise the
basic set of capabilities provided as part of the Distributed7 Distributed
Kernel Memory (DKM) Applications Programming Interface (API)
library. The correct operations of this program require the dkmd daemon
on al involved hosts to be up and running.

This program can:
» create or destroy DKM segments
* extend or shrink an existing DKM segment

* acquire or release read-only and/or read-write locks across a DKM
segment or segment extension (to be able to perform consistent read/
write operations through the segment or segment extension)

* initiate or cancel asynchronous DKM lock requests

* read/write from or to a specified region of a DKM segment or
segment extension

* initiate a manual request to sync the contents of a specified DKM
segment or segment extension

* retrieve information about a particular DKM segment or segment
extenson

* register for DKM event notification capability

Rdated I nformation
dkmd

Page 9 428 Copyright ¥ NewNet Communication Technologies



160-3001-01

Signaling Gateway Client User
Manual

9.5.2dkm_bm

NAME
dkm_bm

SYNOPSIS

Benchmark Distributed7 DKM framework.

dkm_bm | -k key ]

DESCRIPTION
dkm_bm

This utility isintended to benchmark the performance of the Distributed?
Distributed Kernel memory (DKM) framework in terms of the total
number of read-only or read-write operations that can be performed
within aspecified timeinterval.

When executed, dkm_bm will prompt the user in regard to the specifics
of the benchmark test to be performed (e.g., Size and nature of the DKM
locks to be acquired). Subsequently, dkm_bm will perform a series of
non-overlapping read-only or read-write operations across a DKM
segment.

After the specified number of DKM operations are completed, dkm_bm
will calculate the average lock/sync/unlock timesinvolved in performing
these operations and conjecture the overall system performancein the
terms of number of DKM read-only or read-write operations (of
specified size) per second. The results will be displayed to the user on
stdout.

Note: The dkm_bm utility requires dkmd daemons on all involved hosts to be up and

running.

-k key

The value specified in this argument will be used when alocating the
DKM segment necessary for conducting the benchmark tests. This
option alows multiple instances of the dkm_bm utility to be executed in
aconcurrent, yet non-intrusive manner. By default, the dkm_bm utility
uses a key value of 2000 when alocating the DKM segment. This
segment is automatically destroyed upon completion of the benchmark
tests.

Reated | nfor mation

» dkmd
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9.5.3 dkm_dump

NAME

dkm_dump _
Retrieve DKM segment contents.

SYNOPSIS
dkm_dump-iid[ -xextid] [ -n] [ -0 offset] [ -ssize]

DESCRIPTION

dkm_dump o _ _
This utility allows usersto retrieve and display contents of a user-

specified Distributed Kernel Memory (DKM) segment or segment
extension. Information retrieved is displayed on stdout. The correct
operations of this program require the dkmd daemon on the local host to
Jiid be up and running.
Retrieve contents of the DKM segment whose identifier is specified by
theid argument.

Retrieve contents of the DKM segment extension whose segment
identifier is specified by theid argument and extension identifier is
specified by the extid argument.

Retrieve contents of the DKM segment or segment extension specified
without acquiring aread-only lock. By default, dkm_dump will try to
acquire (in non-blocking mode) a read-only lock of appropriate size prior
to retrieving the kernel-space data associated.

Retrieve contents of the DKM segment or segment extension specified
starting from the offset specified (first offset bytes of data contained
within the segment or segment extension should be skipped). By defaullt,
offset is assumed to be zero.

Retrieve and display up to the specified number of bytes. By defaullt,
dkm_dump will retrieve or display the first 4096 bytes of the DKM
segment or segment extension of interest starting from the offset
specified, provided that the segment or extension range specified
contains this much data.

Related Information

» dkmd
* Section 9.5.4, dkm_list on page 9-431
* Section 9.5.7, dkm_stat on page 9-439

-X extid

-0 offset

-sgze
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9.5.4 dkm__list

NAME
dkm_list

SYNOPSIS

Display DKM related information.

dkm_lis -d][-h|m]|l|q|s|u|x]

DESCRIPTION
dkm list

This utility can be used to retrieve and display various pieces of
information about the Distributed Kernel Memory (DKM) subsystem.
Without any options, the dkm_list utility displays information about the
DKM segments created so far, according to data maintained by the DKM
multiplexer on the local host. Otherwise, the exact nature of information
to beretrieved is controlled by the command-line options. The correct
operations of this program require the dkmd daemon on the local host to
be up and running.

Print additiona (debugging) information.
Print information about the DKM multiplexer on the local host.

Print alist of DKM segment records maintained by the DKM multiplexer
on the local host. Segment records are created as aresult of the
dkm_get() function call and are maintained until a corresponding
dkm_destroy() cal isissued. Thisisaso the default option.

Print alist of DKM lock records maintained by the DKM multiplexer on
the local host. Lock records are created as aresult of the dkm_lock() or
dkm_schedule() function call and are maintained until a corresponding
dkm_unlock() cal isissued.

Retrieve and display information about reserved DKM STREAMS
gueues. These queues are used to service DKM related requests that
cannot be handled directly within the calling thread.

Print alist of service records maintained by the DKM multiplexer on the
local host. Service records are created as aresult of DKM AP library
calsissued by kernel threads and are maintained until the corresponding
request is serviced by the DKM subsystem. Service recordson a
specified host include not only alist of DKM related requests placed by
kernel threads executing on that host, but also alist of requests placed by
threads executing on remote hosts for which cooperation of the DKM
multiplexer on that host is required (for DKM requests that involve
coordination between individual hosts).

Print alist of local DKM users that are interested in being notified about
M_DKM events. User records are created as aresult of the dkm_notify()
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function call and are maintained until they are explicitly cancelled by the
caling thread.

-X Print alist of DKM segment extension records maintained by the DKM
multiplexer on the local host. Segment extension records are created asa
result of the dkm_extend() function call and are maintained until a
corresponding dkm_shrink() or dkm_destroy() call isissued.

The column headings and the meaning of individual columnsin a
dkm_list listing are given below. Not all fields are common to al output
formats.

* ID - DKM segment identifier.
* KEY - Key associated with the DKM segment.

* USR - A sequential number assigned by the local DKM multiplexer
to the DKM usersthat are interested in being notified about M_DKM
events.

* QUEUE - STREAMS read-side queue address.
* OTHERQUEUE - STREAMS write-side queue address.

* ADDR - Context dependent.
When no option or -m option is specified, thisfield contains the
starting address of the corresponding DKM segment on the local host.
When -x option is specified, it contains the starting address of the
corresponding DKM segment extension on the local host.
When -| option is specified, it contains the beginning address of the
locked region on specified host.
* SIZE - Context dependent.
When no option or -m option is specified, thisfield contains the size
(in bytes) of the corresponding DKM segment.
When -x option is specified, it contains the size of the corresponding
DKM segment extension.
When -| option is specified, it contains the size of the locked region.
* THREAD - Kernel thread identifier associated with the calling
thread.

* LTID - Kernel thread identifier associated with the last calling thread.

* HOST - Host associated with the calling thread.

* HOSTID - Logical host ID associated with the local host. Assumes a
unique valuein the[DKM_HOSTID_MIN, DKM_HOSTID_MAX]
range.

» OPRMODE - Specifies the current mode of operation of the DKM
multiplexer on the local hogt, i.e., stand-alone or distributed.

* OPRSTAT - Specifiesthe current operational state of the DKM
multiplexer on the local host (in-service, out-of-service, not-
consistent, in-transition, being-synced, syncing-peer or sync-in-
prog).
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The distinction between different sync statesis asfollows: If DKM
on the local host isin the process of synchronizing its data, the DKM
operational state on that machine will be shown as “being-synced’
whereas the DKM operationa state of al other machines, with the
exception of the one with the global DKM instance, will be shown as
‘sync-in-prog, meaning that some remote host isin the process of
being synced. During the course of a sync operation, the operational
state of the global DKM instance will always be shown as “syncing-
peer.”

* PEERCNT - Tota number of remote DKM multiplexers according to
thelocal host.

* GLBINST - The host on which the global (coordinating) instance of
the DKM mulltiplexer islocated.

* LOCKID - Identifier associated with a particular instance of alock
record. Assigned by the system at the time of adkm_lock() request
and maintained until a corresponding dkm_unlock() request is
placed.

* LOCKTY PE - Specifies whether the corresponding lock has been
acquired for read-only or read-write purposes.

* EXTNO - DKM segment extension identifier.

* SVCNO - Identifier associated with a particular instance of a service
record. Assigned by the system at the time of aDKM AP library
request and maintained until the corresponding request is serviced by
the system.

* REQTY PE - Identifies the specifics of the DKM API library request
that isin the process of being serviced by the system.

* DATE - Local date the corresponding service request has been
received by the DKM multiplexer.

* TIME - Local time the corresponding service request has been
received by the DKM multiplexer.

* STAT - Context dependent.
When no option or -m option is specified, it containsinformation
about the current status of the DKM segment on the local host and
assumes avalue from the following lit:

- synced - Indicates that the contents of the local copy of the DKM
segment are in the process of being synchronized with other
copies across the network. Provided that the synchronization
process completes successfully, the status will be marked asvalid;
otherwise, it will be marked asinvalid and an attempt will be
made to re-sync its contents.
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- valid - Indicates that the contents of the local copy of the DKM
segment specified are valid (in sync with other copies across the
network).

- invalid - Indicates that the contents of the local copy of the DKM
segment specified are invalid (not in sync with other copies across
the network).

» When -x option is specified, it contains information about the current
status of the DKM segment extension on the local host and assumes a
value from the following list:

- synced - Indicates that the contents of the local copy of the DKM
segment extension are in the process of being synchronized with
other copies across the network. Provided that the
synchronization process completes successfully, the status will be
marked as valid; otherwise, it will be marked asinvalid and an

attempt will be made to re-sync its contents.

- valid - Indicates that the contents of the local copy of the DKM
segment extension specified are valid (in sync with other copies
across the network).

- invalid - Indicates that the contents of the local copy of the DKM
segment extension specified areinvalid (not in sync with other
copies across the network).

» When -s option is specified, thisfield contains information about the
current status of the corresponding request. It assumes avalue from
thefollowing list:

- init - Initial state. Indicates that a service record has just been
created by the DKM multiplexer.

- pend - Pending state. Indicates that the local DKM multiplexer is
in the process of handling the request and has not yet contacted its
peers on the remote hosts.

- wait - Wait state. The operation requested requires cooperation
between multiple hosts and the system is in the process of
contacting DKM multiplexers on remote hosts.

- blkd - Blocked state. Indicates that the request specified cannot be
serviced at thistime because it requires resources that are
currently in use by another kerndl thread.

* CNT - Displays the expected/actual number of replies received from
DKM multiplexers on remote hosts in regard to a broadcast operation
performed by the local DKM mulltiplexer earlier (while processing a
DKM related request that requires coordination between individua

hosts).

* CLONE - DKM multiplexer clone device number.
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* USAGE - Displays the number of times the associated STREAMS
gueues have been in use.

* PRIM - Displays the kernel-space address of the pending DKM
primitive, if any.

* MUTEX - Displays the current state of the mutual-exclusion lock
associated with the STREAMSS queue.

Rdated | nformation

e dkmd
* Section 9.5.7, dkm_stat on page 9-439
* Section 9.5.3, dkm_dump on page 9-430
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9.5.5dkm_rm

NAME
dkm_rm '
Destroy DKM segment and/or segment extension.
SYNOPSIS

dkm_rm-iid[ -x extid] [ -l ]

DESCRIPTION

dkm_rm S -
This utility can be used to place arequest to destroy a user-specified
Distributed Kernel Memory (DKM) segment or segment extension. Upon
successful completion, dkm_rm will also cause the identifier associated
with the DKM segment or segment extension to be removed from the
system. The correct operations of this program require the dkmd daemon
on all involved hosts to be up and running.
The command-line arguments supplied to dkm_rm are used to uniquely
identify the DKM segment or segment extension.
Destroy DKM segment whose identifier is specified by the id argument.
Destroy DKM segment extension whose segment identifier is specified
by the id argument and extension identifier is specified by the extid
argument.
Destroy local copy of the DKM segment or segment extension specified.
By default, replicated copies of the segment or segment extension on all
hosts will be destroyed.
Related Information

« dkmd

-iid
-X extid
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9.5.6 dkm_sar

NAME

dkm_sar

SYNOPSIS

DKM system activity reporter

dkm sar[ -r] [ -ddelay ] [ -n count ]

DESCRIPTION
dkm_sar

-d delay

-n count

This utility can be used to activate the optional statistics collection
capability that is available as part of the DKM framework. When
activated, this capability will result in collection of measurement peg
counts for each and every DKM related request initiated via kernel
threads executing on the local host. A count of these peg counts will be
displayed on stdout by the dkm_sar utility on aperiodic basisfor a
specified number of times or until the dkm_sar utility isterminated.

The correct operations of this program require the dkmd daemon on all

involved hosts to be up and running.

Reset all DKM related measurement counts to zero for afresh start.

Wait for the specified number of seconds before retrieving and

displaying DKM related measurement counts. By default, dkm_sar waits

for 30 seconds before retrieving or displaying the current values of the

DKM related measurement peg counts on stdout.

Collect the specified number of samples where each sample is separated

from the other by a specified number of seconds. By default, dkm_sar

collects one sample only.

The column headings and the meaning of individual columnsin a

dkm_sar listing are given below.

* REQTY PE - DKM request type.

*« ATTEMPT - Total number of times the specified DKM function call
has been invoked.

* SUCCESS - Total number of times the specified DKM function call
has completed its execution successful.

* FAILURE - Total number of times the specified DKM function call
hasfailed to execute successfully.

* INCACHE - Total number of times the specified DKM function call
has been serviced successfully by the system right away, without
suspending the execution of the calling kernel thread at all, using

information contained on the local host (no need to consult with
remote hosts).
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* UNAVAIL - Total number of times the specified DKM function call
hasfailed to execute successfully, or could not be serviced right away
and its execution has been suspended, due to unavailability of
resources associated. This column is applicable to dkm_lock() and
dkm_schedule() functions only.

* CONSULT - Total number of times the processing of the specified
DKM function call has necessitated inter-host communication with
one or more DKM multiplexers located on remote host(s).

Rdated Information

o dkmd
* Section 9.5.4, dkm_list on page 9-431
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9.5.7 dkm_stat

NAME

dkm_stat
Retrieve DKM block statusinformation.

SYNOPSIS
dkm_stat -i id [ x extid ]

DESCRIPTION

dkm_stat N . . . .
This utility allows usersto retrieve and display information about the

individual data blocks comprising a Distributed Kernel Memory (DKM)
segment or segment extension. Among the information displayed are the
current status of the block (whether it islocked or not), number of kernel
threads reading through the block, number of kernel threads waiting on
the block, and the last modification time of the block.

The correct operations of this program require the dkmd daemon on all

did involved hosts to be up and running.

Retrieve information about the DKM segment whose identifier is given

by the id argument.

Retrieve information about the DKM segment extension whose segment

identifier is given by the id argument and extension identifier isgiven by

the extid argument.

The column headings and the meaning of individual columnsin a

dkm_stat listing are given below.

* BLKCNT - A sequential number assigned by the system to identify
the individual blocks contained within a DKM segment or segment
extension.

» STATUS - Current status of the block (unlocked or locked for read-
only or read-write operations).

* FLAGS - Status flags associated with the block - refer to the
<dkm.h> header file for correct interpretation of the information
displayed in thisfield.

* READER - Number of kernel threads reading through the block
specified (number of kernel threads that have currently locked the
block specified for read-only or read-write operations).

* WAITER - Number of kernel threads that are waiting to lock the
block (to perform aread-only or read-write operation through the
block).

« MOD_DATE - Local date the contents of the corresponding data
block has been modified.

-X extid
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* MOD_TIME - Loca time the contents of the corresponding data
block has been modified.

* LASTWR - Host through which the last update operation on the
block has been performed.

Rdated I nformation

e dkmd
* Section 9.5.4, dkm_list on page 9-431
* Section 9.5.3, dkm_dump on page 9-430
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9.5.8 dratest

NAME
dratest

SYNOPSIS
dratest

DESCRIPTION
dratest

(Distributed Record Access Test) application is used to exercise DRA
related functionality from user space, as well asto display DRA related
information.

Thisapplication ismainly a TCL shdll, extended with a set of DRA
related commands which communicate with the DRA module, and a
TCL script file (dra.tcl) which defines some TCL procedures and
variablesto be used along with dratest.

dratest accepts al TCL commands which can be used with tclsh, and all
the shortcuts (i.e giving only a unique prefix of the command) available
with tclsh are a so available with dratest. Command parameters are
either smple stringsor TCL Lids.

For example { Oxabcl 0x150 0x6 0x8 0x30 0x00030000} (or [list Oxabcl
0x150 0x6 0x8 0x30 0x00030000]) definesa TCL List which can be
used as DRA segment definition. Most of the commands update the TCL
array "dra’ to store lock, address and other DRA related information.
Thisarray has two indices; first one shows the DRA index of the
segment, second index is aconstant string showing the type of
information stored, i.e., the entry dra(1,lock) is used to store lock
information for the segment with index 1, whereas dra(0,inseq) is used to
store the in-sequence reference value for segment with index 0. Apart
from basic TCL commands, the following commands can be specified to
the command interpreter (all numeric parameters are assumed to be hex
numbers, the leading Ox is optional):

dra_construct” seg name" " seg def " " prim_def " " [sec_def] "

Construct a DRA segment. Seedra_construct() for detailed parameter
descriptions.

* seg_nameisastring used for debug purposes. It is used as the name
of the segment to be created. DRA does not check if this string
uniquely identifies the segment.

* seg defisaTCL list with entries; segment key, segment private data
size, size of record distributed portion, size of record private portion,
number of recordsin a sub-segment and segment creation flags,
respectively.

See dra.tcl for sample segment definitions (seg_def array).

Copyright ¥ NewNet Communication Technologies

Page 9 441



160-3001-01

Signaling Gateway Client User
Manual

* prim_def is the definition for segment primary index, it alsoisaTCL
list. First entry in the list showsthe type of theindex, if thisvalueisO
primary index is sorted, if it is 1 primary index is hashed. Second and
third entriesin the list give the offset of the key (in record distributed
portion) and size of the key. Interpretation of the remaining elements
depends on the index type. For sorted indexes third entry gives the
extension ratio of the index and last entry isthe minimum prefix size
to match awildcard search. For hashed indexes third and fourth
entries give the size of index primary and secondary area
respectively. Last entry for hashed indexesis the reference value. See
dra.tcl for sample index definitions (sort_def and hash_def
variables).

* sec_def isthe optional secondary index definition. After successful
completion, dra_construct displays an index to be used asthe
segment reference.

dra_destroy" dra idx "

Destroy a DRA segment. Seedra_destroy().

* dra_idx isthe index of the segment to be destroyed. Can be retrieved
viaadra_construct command, or set viaadra_seginfo call.

dra_new rec” dra idx " " prim_key" " [sec key] "

Create anew DRA record. Seedra_new_rec().

o dra_idx istheindex of the DRA segment.

* prim_key isthe primary key value for the new record, and

*» sec_key isthe secondary key value (if there exists one).

After successful completion, the record pointers (distributed and private)

are displayed, and record islocked (RW). Record lock information is

stored in TCL variable "dra(xx,lock)". xx isthe dra_idx value passed to

the command. Similarly dra(xx,adr_dist), dra(xx,adr_priv),

dra(xx,rec_dist) and dra(xx,rec_priv) variables hold the address of

private and distributed parts, private and distributed record values,

respectively.

dra find rec"” dra idx" " key type" " key" " flags"

Find a DRA record. Seedra_find_record().

* dra_idx istheindex of the DRA segment.

* key typeisthetype of the key (O:primary, 1:secondary) to perform
the search.

* key isthe key value to be searched. It isalist of hex formatted octet
values.

» flags specifies the set of DRA/DKM flagsto be used.

After successful completion, the record pointers (distributed and private)
are displayed, and record islocked depending on the lock mode specified
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by the flags argument. Record lock information is stored in TCL variable
"dra(xx,lock)". xx isthe dra_idx value passed to the command. Smilarly
dra(xx,adr_dist), dra(xx,adr_priv), dra(xx,rec_dist) and dra(xx,rec_priv)
variables hold the address of private and distributed parts, private and
distributed record values, respectively.

dra find inseq" dra_idx" " key type" " key" " flags" " inseq_ref "
Get in sequence the set of DRA records which match the given partial
key. Seedra_find_inseq().

* dra_idx istheindex of the DRA segment.

* key typeisthetype of the key (O:primary, 1:secondary) to perform
the search.

* key isthe partia key value to be searched. It isalist of hex formatted
octet values.

« flags specifies the set of DRA/DKM flags to be used.

* inseq_ref isthe reference value needed for the in-sequence search.
When initiating an in-sequence search this parameter must be
specified as 0. After successful completion the new reference valueis
stored in "dra(xx,inseq)". Thisvalue must be passed to the next
dra_find inseq call astheinseq_ref parameter.

The record pointers (distributed and private) are displayed, and record is

locked depending on the lock mode specified by the flags argument.

Record lock information is stored in TCL variable "dra(xx,lock)". xx is

the dra_idx value passed to the command. Similarly dra(xx,adr_dist),

dra(xx,adr_priv), dra(xx,rec_dist) and dra(xx,rec_priv) variables hold the
address of private and distributed parts, private and distributed record
values, respectively.

dra rls lock" dra idx™" " lock" " flags"
Release a previoudy locked DRA record. Seedra rls lock().
* dra_idx isthe index of the DRA segment.

* lock isthe lock information for the record. A lock value retrieved via
dra find_rec, dra find_inseq or dra_new_rec should be used
(dra(xx,lock) variable).

« flags specifies the set of DRA/DKM flags to be used during record
release operation.

dra dd _rec" dra idx" " key type" " key" " flags"

Delete a DRA record. Seedra_de_record().

e dra_idx isthe index of the DRA segment.

* key typeisthetype of the key (O:primary, 1:secondary) to perform
the search.

* key isthe key value for the record to be deleted. It isalist of hex
formatted octet values.
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» flags specifies the set of DRA flagsto be used for deletion.

dra_del_locked" dra idx ™" " lock " " flags"
Deete aprevioudy locked DRA record. Seedra _del_locked().
o dra_idx istheindex of the DRA segment.

* lock isthe lock information for the record. A lock value retrieved
through dra_find _rec, dra find_inseq or dra_new_rec should be
used (dra(xx,lock) variable).

» flags specifies the set of DRA flagsto be used during record delete
operation.

dra validate" lock "

Validate a previously accessed DRA record (without locking). See

dra_validate().

* lock isthe lock information for the record. A lock value retreived
through dra find_inseq viadra find_rec, dra find_inseq or
dra_new_rec should be used (dra(xx,lock) variable).

dra_relock_async" dra idx" " lock "

Async relock (RW) request for a previoudy acquired DRA record.See
dra_rls lock().

* dra_idx istheindex of the DRA segment.

* lock is the lock information for the record. A lock value retrieved
through dra_find_rec,or dra_find inseq should be used
(dra(xx,lock) variable).

dra_seglist

List of existing DRA segment instances. Segment instance pointers are

displayed.

dra_seginfo™ seg ptr " " [dra idx] "

Detailed information about a DRA segment.

* seg_ptr isthe instance pointer for the DRA segment, can be retrieved
fromdra_seglist.

e dra_idx isassigned to the DRA instance, and it can be used in DRA
calswhich need asegment index (dra_new _rec, dra _find_rec, etc.).
dra all _segs

Detailed information about all DRA segments. Also each segment is
automatically associated with an index which is stored in TCL variable
segs(seg_name). seg_nameisthe name string given to dra_construct.

get mem" addr " " size"

Retrieve the copy of akernel buffer.

* addr isthe beginning address of the kernel buffer.
* sizeisthe size of the kernel buffer.
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set mem" addr " " val_lig"
Set the contents of akernel buffer.
* addr is the beginning address of the kernel buffer.

e val_lististhelist of new values (each entry in the list represents one
octet).

dra_setopts™ options™ " leve "

Set DRA debugging options.

* options gives the bitmap of DRA trace options (see opts() variable
settingsin dra.tcl).

* level indicates the DRA trace level (seelev() variable settingsin
dra.tcl)

hexpr " args"
Evauate arguments and format the result as a hex value.
* args Mathematical expression to be evaluated

FILES
$EBSHOME/accessbin/dra.tcl

EXAMPLES

# segment definition in variable seg_def(1), see dra.tcl
% puts stdout $seg_def(1)

Oxabcl 0x150 0x6 0x8 0x30 0x00030000

# sorted index definition in variable sort_def, see dratcl.
% puts stdout $sort_def

0x0 0x0 0x20x320

# congtruct adra segment
% dra_construct tmp_seg $seg_def(1) $sort_def
dra idx 0x0, dkm_id Ox1

# add arecord to segment with index 0

# record key : Oxaa Oxbb

% dra new_rec 0 {aabb}

DKM Lock : 0x0, Sub.Seg.No : 0x0, Sub.Seg.Rec : Ox2f
Priv.Lock. : TRUE, Safe.Lock. : FALSE, DKM.Rec. : Oxf5f02dac
Digt. Part (addr, size) : (Oxf5f02db0, 0x6)

Priv. Part (addr, size) : (0xf5¢c92980, 0x8)

# display record distributed portion

% get_mem Oxf5f02db0 Ox6

Oxaa Oxbb 0x00 0x00 0x00 0x00

Copyright ¥ NewNet Communication Technologies Page 9 445



160-3001-01 Signaling Gateway Client User
Manual

# display record private portion
% get_mem Oxf5c92980 Ox8
0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00

# modify record distributed portion
% set_mem Oxf5f02db2 { 11 22 33 44}

# re-display record distributed portion
% get_mem Oxf5f02db0 Ox6
Oxaa Oxbb 0x11 0x22 0x33 0x44

# release the record, dra(0,lock) variable set
#by dra new_reccal
% dra rls_lock 0 $dra(0,lock) $flags(none)

#issue a search to find the added record

% dra_find_rec 00 {aabb} $flags(rdwr)

DKM Lock : 0x0, Sub.Seg.No : 0x0, Sub.Seg.Rec : Ox2f
Priv.Lock. : TRUE, Safe.Lock. : FALSE, DKM.Rec. : f5f02dac
Digt. Part (addr, size) : (Oxf5f02db0, 0x6)

Priv. Part (addr, size) : (0xf5¢c92980, 0x8)

# re-display record distributed portion
% get_mem Oxf5f02db0 Ox6
Oxaa Oxbb 0x11 0x22 0x33 0x44

# release the record, dra(0,lock) variable set
#by dra find reccdl

% dra _rls_lock 0 $dra(0,lock) $flags(none)
# delete the newly added record

% dra_del_rec 0 0{aabb} $flags(none)

# issue a search to find the del eted record

% dra_find_rec 0 0{aabb} $flagy(rdwr)
IDX Key not found

#display alist of existing segment pointers
%dra seglis

Oxf5fa6430

# display detailed info. about the segment
% dra_seginfo Oxf5fa6430
Key : Oxabcl, Ptr : Oxf5fa6430, 1d : Ox1, Name : tmp_seg

# assign the segment pointer to index 1
% dra_seginfo Oxf5fa6430 1
Key : Oxabcl, Ptr : Oxf5fa6430, 1d : 0x1, Name : tmp_seg

# add arecord viaindex 1

% dra new_rec 1{aadd}

DKM Lock : 0x0, Sub.Seg.No : 0x0, Sub.Seg.Rec : Ox2f
Priv.Lock. : TRUE, Safe.Lock. : FALSE, DKM.Rec. : f5f02dac
Digt. Part (addr, size) : (0xf5f02db0, 0x8)

Priv. Part (addr, size) : (0xf5c92980, 0x8)
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# release the record viaindex 1
% dra rls lock 1 $dra(1,lock) $flags(none)

# display detailed info. about al segments
% dra_all Key : Oxabcl, Ptr : Oxf5fa6430, 1d : Ox1, Name : tmp_seg

#find the viathe automatically created index variable

# segs(tmp_seg), without locking

% dra_find_rec $segs(tmp_seg) 0{aadd} $flags(nolock)

DKM Lock : 0x0, Sub.Seg.No : 0x0, Sub.Seg.Rec : Ox2f
Priv.Lock. : FALSE, Safe.Lock. : FALSE, DKM.Rec. : f5f02dac
Digt. Part (addr, size) : (Oxf5f02db0, 0x8)

Priv. Part (addr, size) : (0xf5c92980, 0x8)

Reated I nformation

* Section 16.2.11, dra_new_record() on page 16-13 in the APl Reference Manual
* Section 16.2.3, dra_de_record() on page 16-6 in the API Reference Manua

* Section 16.2.2, dra_de_locked() on page 16-5 in the APl Reference Manua

* Section 16.2.6, dra_find_record() on page 16-9 in the APl Reference Manua

* Section 16.2.5, dra_find_inseq() on page 16-8 in the API Reference Manual

* Section 16.2.16, dra_validate() on page 16-18 in the APl Reference Manual

* Section 16.2.13, dra_relock _sync() on page 16-15 in the APl Reference Manual
* Section 16.2.12, dra_relock _async() on page 16-14 in the APl Reference Manua
* Section 16.2.14, dra_rls _lock() on page 16-17 in the APl Reference Manua

* Section 16.2.10, dra_lock_seg_priv() on page 16-13 in the API Reference Manual
* Section 16.2.15, dra rls seg priv() on page 16-18 in the API Reference Manual
* Section 16.2.8, dra_get_dkm_id() on page 16-12 in the APl Reference Manua

* Section 16.2.4, dra_destroy() on page 16-7 in the APl Reference Manual

* Section 15.2.4, dkm_get() on page 15-6 in the API Reference Manual

o sdkm_getlist ()
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9.6 TCAPULtilities
9.6.1 rtc_dump

NAME
rtc_dump

SYNOPSIS

Retrieve RTCMOD information

rtc dump|[-pmjt][-ssp][-nsn]

DESCRIPTION
rtc_dump

-N SN

This utility retrieves and displays various pieces of information about the
remote Distributed7 Transaction Capabilities Application Part (TCAP)
layer. Without arguments, rtc_dump displays information about all
RTCMOD instances executing on the local host. Otherwise, the
information retrieved is controlled by the arguments, as follows:

Retrieve and display contents of kernel-resident private device data
maintained by the specified RTCMOD modules on the local host.
Retrieve and display kernel-resident statistics maintained by the specified
RTCMOD modules on the local host.

Retrieve and display contents of kernel-resident routing tables
maintained by the specified RTCMOD modules on the loca host.
Operation specified is performed only by the RTCMOD modulesthat are
associated with the signaling point number specified, and not by all
RTCMOD modules on the local host—the default option.

Operation specified is performed only by the RTCMOD modulesthat are
associated with the SCCP subsystem number specified, and not by al
RTCMOD modules on the local host—the default option.

DISPLAY FORMATS

The column headings and the meaning of individual columnsin a

rtc_dump listing are given below.

Not all fields are common to al output formats.

* HOST - Host associated

* MOD - The STREAMS module, i.e., RTCMOD module, and clone
device number associated.

* PEERMOD - The STREAM S module and clone device number that
are considered to be the peer of those listed in the MOD column.

* MUX - The STREAMS multiplexor, i.e.,, TCAP multiplexor,
associated.
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* RMTUSER - The remote user category, i.e., primary vs. secondary.

* KEY - The[assigned] IPC key associated with the STREAMS
multiplexor.

* ORGKEY - The[origina] IPC key associated with the STREAMS
multiplexor.

* SP - The signaling point number associated.
* SSN - The SCCP subsystem number associated.

Note: The use of this utility should be restricted to front-end, i.e., local, machinesin a front/
back-end configuration because the RTCMOD module runs on front-end machines only.
Refer to the tcm_rmtopen() man page for an explanation of the front/back-end
configuration.

Reated I nformation

* Section 9.6.2, rtc_stat on page 9-450
* rtc_agent
e tcm_rmtopen
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9.6.2 rtc_stat

NAME

rtc_stat
Enable/disable RTCMOD measurements collection

SYNOPSIS
ric stat[-eld][-r][-ssp][-nssn]

DESCRIPTION

rtc_stat
B This utility activates or deactivates the optional measurements collection

capability that is available as part of the Distributed7 remote Transaction
Capabilities Application Part (TCAP) layer. These statistics are
maintained by the RTCMOD module in the form measurement peg
counts, and are mostly STREAM S-related statistics.

Enable measurements collection by the specified RTCMOD modules on
thelocal hogt.

Disable measurements collection by the specified RTCMOD modules on
thelocal host.

Reset al measurement peg counts maintained by the specified RTCMOD
modules on the local host.

Operation specified is performed only by the RTCMOD modules
associated with the signaling point number specified, and not by al
RTCMOD modules on the local host—the default option.

Operation specified is performed only by the RTCMOD modules
associated with the SCCP subsystem number specified, and not by all
RTCMOD modules on the local host—the default option.

! Note: The use of this utility isrestricted to front-end (local) machinesin a front/back-end

-N SN

configuration because the RTCMOD module runs on front-end machines only. Refer to the
tcm_rmtopen() man page for an explanation of the front/back-end configuration.

Rdated I nformation

* Section 9.6.1, rtc_dump on page 9-448
* rtc_agent
* tcm_rmtopen
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9.6.3tcm_apidemo

NAME
tcm_apidemo Demonstrates the capabilities of the TCAP library functions.

SYNOPSIS
tcm_apidemo

DESCRIPTION

tcm_apidemo Starts a menu-driven program which demonstrates the basic set of
capabilities provided as part of the Distributed7 TCAP Applications
Programming Interface (API) library (libtcap). The correct operations of
this program require the tcmd daemon on the local host to be up and
running.
Using this program, one can:
* register asa TC application,
* send/receive transactions,
* choose from a variety of transaction recovery policies,
» collect transaction related statistics.

Related Information
tcmd
* Section 9.6.4, tcm_list on page 9-452
* Section 9.6.5, tcm_stat on page 9-454
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9.6.4 tcm_list

NAME
tem_list . ' _
Display TCAP subsystem information.
SYNOPSIS

tem _list[-d][-p|s|t|u]

DESCRIPTION
tem_ligt _ _ _ _ _ _
Used to retrieve and display various pieces of information about the
Distributed7 Transaction Capabilities Application Part (TCAP)
subsystem. Without any options, this utility displays information about
all TC applications executing on the local host. Otherwise, the exact
nature of information to be retrieved is controlled by the command-line
d options.
Prints additional [debugging] information.

P

Retrieves and displays contents of kernel-resident private device data
s maintained by the TCAP multiplexers on the local host.

Retrieves and displays kernel-resident transaction statistics maintained
t by the TCAP multiplexers on the local host.

Retrieves and displays contents of kernel-resident transaction tables
U maintained by the TCAP multiplexers on the local host.

Retrieves and displays information about the TC users executing on any
host within the network.

The column headings and meaningsin atcm_list listing are given below.
Not all fields are common to al output formats.

* HOST: Host associated

* MUX: The STREAMS multiplexer associated

* OWNER: Transaction owner

e TRID: Transaction ID

* PEERTRID: Peer transaction ID

» STATE: Transaction state

* DIRECTION: Direction (incoming vs. outgoing)

* TRPROTO: Underlying transport service provider (SCCPvs. TCP/IP)
* VERSION: TCAP protocol version (ANSI vs. CCITT)

* OBJECT: TC user related information
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NOTES
Correct operation of thetcm _list program requires the tcmd daemon on the local host to be
up and running. Furthermore, at least one TC application must be running on the host

wherethetcm_list program isinvoked.

Related Information
tcmd
* Section 9.6.5, tcm_stat on page 9-454
* Section 9.6.6, tcm_tune on page 9-455
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9.6.5 tcm_stat

NAME
tcm_dtat Enables and disables TCAP statistics collection

SYNOPSIS
tem dtat[ -e| d][ -r ][ -p physdev ]

DESCRIPTION

tcm_dat Is used to activate or deactivate the optional statistics data collection
capability that is available as part of the Distributed7 Transaction
Capabilities Application Part (TCAP) subsystem. These dtatistics are
maintained by the TCAP layer in the form of measurement peg counts
(e.g., number of TCAP messages sent/received so far, number of a
specified type of TCAP message sent/received so far). Without any
options, this utility retrieves and displays the current values of the
measurement peg counts involved. The correct operations of this
program require the tcrd daemon on the local host to be up and running.

-e Enable transaction statistics data collection by the TCAP multiplexers on
theloca host.

-d Disable transaction statistics data collection by the TCAP multiplexers
theloca host.

-r Reset al measurement peg counts maintained by the TCAP multiplexers

on theloca host.

-p physdev Operation specified should be performed only on the TCAP multiplexer
whose physical device number has been specified and not on al TCAP
multiplexers on the local host (which is the default option).

Rdated I nformation

tcmd
* Section 9.6.4, tcm_list on page 9-452
* Section 9.6.6, tcm_tune on page 9-455
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9.6.6 tcm_tune

NAME

tcm_tune

SYNOPSIS

Tune TCAP optional parameters

tcm_tune] -m opermode ] [ -s syncopt ][ -p physdev ]

DESCRIPTION

tcm_tune

-m oprmode

-ssyncopt

Is used to tune various pieces of operationa parameters associated with
the Distributed7 Transaction Capabilities Application Part (TCAP)
subsystem. The main motivation behind tuning the TCAP operationa
parameters is to increase the performance of TC applications running
under Distributed7 by compromising on the reliability aspects of the
system. Without any options, the tcm_tune utility will display the current
settings of the operational parameters associated withthe TC
applications executing on the local host only. The correct operations of
this program require the tcmd daemon on the local host to be up and
running.

Change operation mode as specified. The permissible values of oprmode
are asfollows: stand-alone or distributed. The default is set to distributed
for all TC applications executing under the Distributed7 environment.
When the stand-al one mode of operation is specified, the Distributed?
system software does not keep track of TC applications running on
remote hosts and assumes that the TC application specified is running on
thelocal host only. No attempts are being made by the system to keep the
TCAP transaction layer datain sync on multiple hosts (which improves
the overall performance of the TCAP subsystem significantly). When the
stand-alone mode of operationisin usg, it isnot possible to recover from
failures associated with TC applications running on remote hosts.

Change data synchronization option as specified. The permissible values
of syncopt are asfollows. do-not-sync, sync-later or sync-first. By
default, syncopt is set to do-not-sync for all stand-alone TC applications
and to sync-later for distributed TC applications running with a
transaction recovery policy other than the "purge” policy. If and when the
"purge’ palicy isin effect, the syncopt with be set to do-not-sync by
defaullt.

Under the sync-first option, when the TCAP transaction layer on a
particular host manipulates the contents of the kernel-resident transaction
table (asaresult of achangein the state of atransaction), this data
change will be propagated to all other hosts on which an instance of the
TC application involved is executing. Thisis essential for implementing
avariety of TCAP transaction recovery mechanisms. The default sync-

Copyright ¥ NewNet Communication Technologies

Page 9 455



160-3001-01

Signaling Gateway Client User
Manual

-p physdev

later option instructs the system to perform this data synchronization
operation off-line (without blocking the execution of the TC application
on the host on which the data change has just occurred). Note that while
this brings the possibility of not being able to recover every single
transaction under certain types of failures (e.g., host crashes), it improves
the performance of a TC application running under a distributed
environment considerably (the application need not wait for the actual
data synchronization to be completed before continuing with processing
of the next transaction).

Operation specified should be performed only on the TCAP multiplexer
whose physical device number has been specified, and not on all TCAP
multiplexers on the local host (thisis the default option).

Rdated I nformation

tcmd

* Section 9.6.4, tcm_list on page 9-452
* Section 9.6.5, tcm_stat on page 9-454
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9.7 Virtual Board Utilities
9.7.1 vb_addhost

NAME

vb_addhost
Used to add a host to an established virtual board environment.

SYNOPSIS
vb_addhost hosthame

DESCRIPTION

vb_addhost
When a host needs to be added to the established virtual board

environment, vb_addhost script isused. vib_addhost script assumes that
thereisahost_list file, and anew host is being added to the previoudy
established host connections.
Since host connection is done between two hosts, vib_addhost invokes
the vb_bridge executable for each pair of hostname and hosts in the
host_list file. Asan example, lets say the host_list file contains the
following host list:

ABC

The‘vb_addhost D’ command causes below commands to be executed:
vb_bridgeA D
vb_bridgeB D
vb_bridgeC D

Asaresult connection is available between each pair of host.

Thevb_startup fileis aso updated, to include the executed commands.

RETURN VALUES
Error isreturned on below cases.

* hostname can not be pinged.
» hosthameis already connected.

Reated | nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2, vb_bridge on page 9-458

Copyright ¥ NewNet Communication Technologies
Page 9 457



160-3001-01

Signaling Gateway Client User
Manual

9.7.2 vb_bridge

NAME
vb_bridge

SYNOPSIS

Establish a bridge for message transmission between two hosts.

vb_bridge hostl host2

DESCRIPTION
vb_bridge

This daemon is used to establish a message transmission bridge between
two hosts. This bridge must be available before the virtual board driver
(Vbrd) performs any remote operation between hostl and host2.

The virtual board does not require any physical link connection. When a
link connects two ports on the same host, vbrd handles message
transmission of thislink, automatically with itsinternal port tables. But
vbrd also establishes links between ports of different hosts. In this case
actual message transmission between two hostsis done in user space
through apipe or bridge.

The virtual board enables remote operations transparently to the user
through the vib_bridge daemon. When a physical link connectionis
congdered, the vb_bridge program enables connecting ports on different
host machines. Starting the vb_bridge daemon is the very first step of
connecting ports between remote hosts. If this daemon is not running,
port connection between remote hostsis not alowed.

The vb_bridge daemon, executesitself first on host1, and then on host2
and creates a pipe between the two processes. Both local and remote
processes open /devivbrdu and send I_VBRD_CONN_HOST ioctl. In
thisway when vbrd puts a message on first process s queue, amessage is
automatically received from the second process on host2, and vice versa.
Thisisguaranteed aslong asthe vb_bridge daemonisdive.

Sincethere is only one pipe between hostl and host2, al types of
messages heading for the remote host use that bridge. Messages traveling
on the bridge include MSUsfor all ports, and vbrd protocol messages.
The host1 and host2 parameters must be different. If a connection
between multiple hosts must be established, the vib_bridge daemon must
be started for each pair of hosts.

Thevb_bridge daemon stays alive until it iskilled witha SIGTERM by
the driver. The vib_config program, when invoked with -r option, kills all
thevb_bridge daemonsin the vrbd environment.

RETURN VALUES

Error isreturned in the cases below:
* host1 and host2 are the same.
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* Thereisaready a connection between host1 and host2.
* Failsto open /devivbrdu

Rdated I nformation

» Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
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9.7.3 vb_config

NAME
vb_config
The user interface for the virtual board driver.
SYNOPSIS

vb_config[ -i ] [ -m host1:portl host2:port2] [ -b host1:portl] [ -I con|dis|all ]
[ -h con|digall ]

DESCRIPTION
vb_config . . : . .
This program isthe user interface for the virtual board driver (vbrd). It

parses arguments and sends a request with the correct parametersto the
vord.

vb_config can be initiated from within avbrd shell script (vb_connports
or vb_discport), or from the command line. If, however, vb_configis
started from the command line, the vb_startup file is not updated and, as
aresult, does not reflect a correct snapshot of the system.

Defines alink connection between two ports. Instead of cabling between
the ports on physical boards, port connection is done through virtual SS7
connections. Information for each port consists of a hostname and a port
number ranging from 0 to 31. Thereis no restriction for host names, but
they must be valid system namesin the same network. The scope of the
port connection setup operation is not limited to the local host: A port on
alocal host can be connected to a port on aremote host, or visaversa.

Evenif aport islocd, its host information must still be supplied. If one of
the portsis on aremote hogt, the vb_bridge daemon process must be
started for the remote host. When ports on different hosts are connected,
operation can succeed on one host, but the remote host may fail to
connect its port. For this reason, an acknowledgment mechanismis
implemented for the port connection procedure. The local host sends a
port connection request to the remote host and waits for aresponse. The
response can be positive or negative acknowledgment. If the remote host
succeeds in connecting its port, it sends the originator of the port
connection request a positive acknowledgment; the originator connects
its port too, and the command returns. If the remote host fails to connect
its port, it sends a negative acknowledgment to the originator, and the
originator returns an error. Due to vbrd limitations, only one port
connection can be performed at atime. Therefore, until the port
connection operation is completed, i.e., a positive or negative
acknowledgment is received or the acknowledgment timer expires, and
the vb_config program returns, other port connection requests are
rejected.
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At the end of a successful port connection operation, no error messageis
returned and the vibo_config -1 con command on the related host returns
the connected portslist. If the operation fails, an error message indicating
the error displays on the console.

Possible error cases are:

* One of the local ports specified is aready connected
» Another port connection operation isin progress
* There is no connection to the remote host specified
* Operation on the remote end failed
-b Breaks a link connection. Only one port of the link is given as a
parameter, however the other port of the link is also broken. Port

information is unified with ahostname and a port number value. host1
can belocal or remote.

This operation simulates removing cables between two ports. Therefore,

the port tables are updated so that the port connection is not included, and

ADC Telecommunications, Inc. Distributed? isinformed about the new
state. If aremote operation isrequired in the break port connection
operation, and the host is not connected, vib_config returns an error

message.
-h Lists all host connection information of local vbrd driver. Has no
parameters.
-l Lists port information of local vbrd driver. Parameter can be con, dis, or
all.

e con - list all ports, that are connected.
e dis- list al ports, that are disconnected.
o al - list all ports, regardless of state.

-r Resets all port and host connections currently established throughout the
vbrd environment. Has no parameters.

-s Resets all statistics counts. Sent and received M SU counts are reset to 0
after this operation.

-t delay_time vbrd delays the delivery of alignment messages for the amount of time
set. Default value of delay _timeis O msecs.
RETURN VALUES

1 Onfailure.

Rdated I nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.10, vb_startup on page 9-468
* Section 9.7.2, vb_bridge on page 9-458

* Section 9.7.1, vb_addhost on page 9-457
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* Section 9.7.5, vb_connports on page 9-463
* Section 9.7.6, vb_discport on page 9-464
* Section 9.7.9, vb_reset on page 9-467

9.7.4 vb_connhosts

NAME

vb_connhosts -ksh script that establishes connections between each pair of hosts.

SYNOPSIS
vb_connhosts hostl host2 [ host3 ... ]

DESCRIPTION

vb_connhosts Thisis a-ksh script that updates vb_startup file and issues the vb_bridge
command(s). There must be at |east two hosts in the parameter list. Host
names in the parameter list are pinged, to eliminate unreachable hosts.
Host name duplication is aso checked. When avalid host list that can be
pinged isretrieved, thelist is printed to host_list file. If ahost can not be
pinged, nothing is done for that host, asif not given as parameter.
The host connection process between multiple hosts requires starting the
vb_bridge program between each combination of hosts. As an example,
if the given command is:

vb_connhostsA B C

Thevb_connhosts script, initiates the vib_bridge program three times
with the parameters listed below:

vb_bridgeA B

vb_bridgeA C

vb_bridgeB C

The executed vb_bridge commands are appended to end of the
vb_startup file, so that the vb_startup file will be up-to-date.

RETURN VALUES
A warning is printed in the following cases:
* ahost in parameter list is unreachable (ping failed).
» ahogt nameisrepeated in parameter lis.
eavb_bridge command fails (on console).

ERROR CODES

Error isreturned in below cases:
* less then two parameters given
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Rdated I nformation

* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2, vb_bridge on page 9-458
* Section 9.7.10, vb_startup on page 9-468

* vbrd

9.7.5 vb_connports

NAME

vb_connports Defines alink between two ports.

SYNOPSIS

vb_connports host1: portl host2: port2

DESCRIPTION

vb_connports Thisis used for defining alink between two ports. It is aksh script that

updatesvb_startup file and issuesavb_config -m host1: portl

host2: port2 command.

The vb_connports script is used for defining alink between two ports.
Each port information consists of a hosthame and a port number (range
0-31). Thereisno restriction for host names, except for being avalid
system name in same network. Both host1 and host2 can be local, or both
can be remote or amixture. Even if the port islocal, its host information
must ill be supplied.

There must be at least two ports in the parameter list. Host namesin the
parameter list are pinged. If at least one host is unreachable, an error is
returned, and the vb_startup fileis not updated. The successfully
executed vb_connports portl: host1 port2: host2 command is appended
toend of vb_startup file, so that vb_startup file will be up-to-date.

If one of the portsis on remote host, make sure the vb_bridge daemon
has been started for the remote host.

The vb_connports script will not return until al remote operations are
complete.

RETURN VALUES
Error isreturned in below cases:
« firgt port isaready in connected state.
» second port is dready in connected Sate.
* aremote operation is needed, but vio_bridge daemon is not running.
» remote end istoo late to acknowledge.
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Rdated I nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2, vb_bridge on page 9-458

9.7.6 vb_discport

NAME
vb_discport

SYNOPSIS

Breaks alink connection.

vb_discport hostl: portl

DESCRIPTION
vb_discport

Thisisaksh script that updates vib_startup file and issuesavb_config -b
host1: portl command. It isused for breaking alink connection. Only one
port of the link to be broken is given as parameter. Port information is
defined with a hostname and a portnumber combination. host1 can be any
host (local or remote). The other port of link is also broken (whether on
local, remote or athird host).

A host namein the parameter list is pinged. If the host is unreachable, an
error isreturned, and thevb_startup file is not updated. At the end of
successful operation, the vib_discport portl:hostl command is appended
to end of thevb_startup file so that thevb_startup file will be up-to-date.
If at least one port of thelink is on aremote host, make surethe
vb_bridge daemon has been started for the remote host, that is, you have
abridge to that host for message transmission.

RETURN VALUES

Error isreturned if remote operation is required but no host connection is available (no vb_bridge
daemon for remote host).

Rdated I nformation

* Section 9.7.4, vb_connhosts

* Section 9.7.3, vb_config

* Section 9.7.2, vb_bridge on page 9-458

* Section 9.7.10, vb_startup on page 9-468
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9.7.7 vb_lhosts

NAME
vb_|hogts
Lists host connections information for loca host.
SYNOPSIS
vb |hosts
DESCRIPTION
vb_|hosts
Thisfunction is used when the user wantsto list host connections
information for the local host.
The output isalist of host names for which a bridge connection between
that host and local host exists. Consequently, any host in the output can
be used for remote operations. Before performing aremote operation, a
user can usethe vb_Ihosts command, to see whether a message transfer
path (bridge) isavailable to that host.
Thevb_|hosts script, performsavb_config -h command. The vb_config
program sends|_VBRD_LIST HOST ioctl to the driver. The driver fills
in atablelessthan 1K block, and sendsit back to the utility. It isthe
utility that prints the output.
RETURN VALUES
No error case.

Rdated I nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2, vb_bridge on page 9-458
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9.7.8 vb_Iports

NAME
vb_|ports Lists host port information on loca host.

SYNOPSIS
vb_|ports[disjcon|all]

DESCRIPTION
vb_|ports Thisfunction is used when user wants to see port information on local
host. A filter can be defined for the retrieved output.
con This option only displays the connected ports. Port information is

displayed in form of:
Local Port: Host: Remote Port: sp: lset: link: state:
rstate: lpo: rpo:

dis This option printsthe list of idle port numbers. Thisinformation is used
to see which ports can be used.
al This option prints information for al of the ports.
RETURN VALUES
No error case.

Rdated I nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2, vb_bridge on page 9-458
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9.7.9 vb_reset

NAME
vb resst . _ _
Resets port and host connections on all hostsin the virtual board
environment.
SYNOPSIS
vb resst
DESCRIPTION
vb resst . o
This script is used when the user needs to reset al port and host
connectionson al hostsin the virtual board environment.
Thevb_reset script performsvb_config -r command and clearsthe
vb_startup file. Resetting of remote hostsis handled by the vird driver.
RETURN VALUES
No error case.

Rdated I nformation

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460
* Section 9.7.2 on page 9-458
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9.7.10 vb_startup

NAME
vb_dtartup Virtual board environment configuration file.
SYNOPSIS
n/a
DESCRIPTION
vb_dartup Thisisafile that reflects current state of the virtual board environment.
Thevb_dartup fileis executed when a host machine crashes, or for other
reasons the exact state of virtual link and host connection must be
established.
All vbrd shell scripts update vib_startup file according to what they have
changed. This guaranteesthat, if the user aways uses vord shell scripts,
vb_startup file will be up-to-date, and is the snapshot of the environment.
RETURN VALUES
No error case.

Rdated Information

* Section 9.7.4, vb_connhosts on page 9-462
* Section 9.7.3, vb_config on page 9-460

* Section 9.7.2, vb_bridge on page 9-458

* Section 9.7.1, vb_addhost on page 9-457

* Section 9.7.5, vb_connports on page 9-463
* Section 9.7.6, vb_discport on page 9-464

* Section 9.7.9, vb_reset on page 9-467
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9.7.11 snmptest

NAME

snmptest Communicates with a network entity using SNMP Requests.
Copyright 1988, 1989, 1991, 1992 by Carnegie Mellon University - All Rights Reserved

SYNOPSIS

snmptest -v 1 [-p dst port] hostname community
snmptest -v 2 [-ssrc port] [-p dst port] hosthame noAuth
snmptest -v 2 [-ssrc port] [-p dst port] hostname srcParty dstParty context

DESCRIPTION
snmptest Thisis aflexible SNMP application that can monitor and manage
information on a network entity.

host Specifies either a host name or an internet address specified in "dot
notation”

sourceParty/ Specify the party names for the transaction with the remote system, as
degtinationPartythey are defined in /etc/party.conf.

After invoking the program, acommand line interpreter proceeds to accept commands. It
will prompt with:

Variable:
At this point you can enter one or more variable names, one per line. A blank lineisa

command to send arequest for each of the variables (in asingle packet) to the remote
entity. For example:

snmptest -v 1 -p 7778 localhost public
Variable: $G

Request type is Get Request

Variable: 1.1.0

Will return some information about the request and reply packets, aswell
astheinformation:

Received Get Response from 127.0.0.1
requestid 0x110C3DC6 errstat 0x0 errindex Ox0

.iso0.org.dod.internet.mgmt.mib2.system.sysDescr.0 =
" AccessSNMP, SNMP agent”

Upon startup, the program defaults to sending a GET Request packet. This can be changed
toaGET NEXT Request or a SET Request by typing the commands"$N" or "$S"
respectively. Typing "$G" will go back to the GET Request mode. The command "$D" will
toggle the dumping of each sent and received packet.
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Wheninthe"SET Request” mode, more information is requested by the prompt for each
variable. The prompt:

Please enter variable type[i|gx|d|n|ojt|a] :
requests the type of the variable to be entered. Type"i" for aninteger, "s' for an octet string
inascii, "x" for an octet string as hex bytes seperated by white space, "d" for an octet string

as decimal bytes separated by white space, "a" for an ip addressin dotted IP notation, and
"0" for an object identifier. At this point avaue will be prompted for:

Please enter new value:

If thisisan integer value, just type the integer (in decimal). If it isastring, typein white
Space separated decimal numbers, one per byte of the string. Again type ablank line at the
prompt for the variable name to send the packet. At the variable name line, typing "$Q" will
quit the program. Adding a"-d" to the argument list will cause the application to dump
input and output packets.

9.7.12 snmptrapd

v

NAME

snmptrapd Receives and prints SNMP traps.
Copyright 1988, 1989, 1991, 1992 by Carnegie Mellon University - All Rights Reserved

SYNOPSIS
snmptrapd [-v 1] [-p port#] [-d]

DESCRIPTION " .
An SNMP application that receives SNMP traps generated by an SNMP

snmptrapd agent. It isespecially used for SNMPv1. For SNMPVv2, you can use
snmptest (1s), which can recelve and/or generate SNMPV2 traps.

This number must be over 1024 if the user running snmptrapd does not
port have superuser privileges. Default port number that isbound is 162.

g Adding this argument causes the application to dump trap packets.

Rdated I nformation
* RFC 1155, RFC 1156, and RFC 1157 in SNMP Security Internet Drafts.

Important: A URL for the Internet-Draft is;
ftp://ftp.ietf.org/inter net-drafts/dr aft-ietf-snmpv3-usm-v2-01.txt
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9.7.13 snmpwalk

NAME

snmpwalk Communicates with a network entity using SNMP GET Next Requests
Copyright 1988, 1989, 1991, 1992 by Carnegie Mellon University - All Rights Reserved

SYNOPSIS
snmpwalk -v version -h hosthame -c community -P [AC] [-p dest_port] [-s src_port]

DESCRIPTION
snmpwalk An SNMP application that uses GET NEXT Requests to query for atree
of information about a network entity.

host Specifies either a host name or an internet address specified in dot
notation

-¢c The community string is used for authentication purposesin SNMP-V 1.
Thisis set during configuration of the AccessSNMP (SNM P agent) in the
file named access/RUNx/config/SNMP/community.conf.

sourceParty/ Specify the party names for the transaction with the remote system, as
destinationPartythey are defined in /etc/party.conf.
For example:
snmpwalk -v 1 -h localhost -P C -p 7778 -c public
will retrieve all the variablesin the tree.

If the network entity has an error processing the request packet, an error
packet will be returned and a message will be shown, helping to pinpoint
why the request was malformed.

If the tree search causes attempts to search beyond the end of the MIB, a
message will be displayed: End of MIB.
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9.7.14 snmpget

NAME

snmpget Communicates with a network entity using SNMP GET Requests
Copyright 1988, 1989, 1991, 1992 by Carnegie Mellon University - All Rights Reserved

SYNOPSIS

snmpget -v 1 hosthame community objectl D [objectl D]*
snmpget -v 2 hosthame noAuth objectl D [objectl D]*
snmpget -v 2 hosthame srcParty dstParty context objectl D [objectl D]*

DESCRIPTION
snmpget An SNMP application that uses GET Request to query for a node of
information about a network entity.

host Specifies either a host name or an internet address specified in "dot
notation"

sourceParty/ Specify the party names for the transaction with the remote system, as
destinationPartythey are defined in /etc/party.conf.
The oid must be given in the command line. For example:
snmpget -v 1 -p 7778 sp0.xyz.com public system.sysDescr.0
will retrieve the variable:

.iso0.org.dod.internet.mgmt.mib2.system.sysDescr.0 =
" AccessINMP, SNMP agent"

If the network entity has an error processing the request packet, an error

packet will be returned and a message will be shown, helping to pinpoint

why the request was malformed. Adding a"-d" to the argument list will
cause the application to dump input and output packets.
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9.7.15 AccessStatus

NAME

AccessStatus Monitors signaling point configuration, MTP level 2 and level 3 status,

SYNOPSIS

and traffic capacity utilization of SS7 links.

AccessStatus sp

DESCRIPTION

AccessStatus Displays a scrollable tcl window with one row of information for each

P
DISPLAY

SS7 link defined in the corresponding Signaling Point (sp). AccessStatus
can be started on each host where the Distributed7 CORE system is
running. Thisisto say that MTP/L2 or MTP/L3 is not necessary in order
to sart AccessStatus.

Upon start-up, AccessStatus gets the current link information from the
MTP/L3 and displays information only for theselinks. If alink is added
or deleted, MTP/L3 will inform all AccessStatus processes so that the
correct link information can be displayed.

Signaing point number of the system.

For each link entry, the following information is displayed:

LinkSet
Link
SLC
L3State

Inhibit

ProcOut

L2State

The linkset name of the link

Thelink name

Signaling Link code of the link

MTP/L3 status, can be one of the following:

« failed - link is unavailable

 available - link is available

Inhibition, can be on of the following:

e local - link islocally inhibited

 remote - link is remotely inhibited

* loc/rem- link islocally and remotely inhibited
Processor Outage, can be one of the following:

« local - local processor outage is set

* remote - remote processor outage is set

* loc/rem - local and remote processor outage is set
MTP/L2 state of the link, can be one of the following:
* pow_off - power off

* 00S - out of service
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e init_al - initial alignment
» alg_ready - alignment ready
* alg_not - alignment not ready
*is-inservice
SueCnt * proc_out - processor outage
SUERM (Signaling unit Error Rate Monitor) counter

TxFrame
RxFrames Number of transmitted frames per second
TxBand Number of received frames per second
RxBand Transmit bandwidth usage in percentage
Receive bandwidth usage in percentage
EXAMPLE
AccessStatus O

Sarts up AccessSatus for signaling point .
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9.7.16 db2date

NAME
db2date Converts old database files to new database files.
SYNOPSIS
db2date <directoryname>
DESCRIPTION
db2date Utility to convert the binary database files of an old release to the current

release.
directoryname Points to the access tree of the old release.

I mportant: The user must have the proper permissionsto read the <directoryname> and to
write to SEBSHOME/access/RUN*/DBfiles directories.

EXAMPLE

With a previous Distributed? release located in /usr/EBS/access old, and the new

release located in $EBsHOME, convert the old database files to the new release with the
following command:

# db2date /usr/EBS/access old
All database files having actua records are converted to the new version of Distributed?,
and the newly installed Distributed7 software can be run without reconfiguration.

ENVIRONMENT

$EBSHOME must be set before running this utility because it makes use of this variable to
locate the database files and the Distributed7 executables.

NOTES

*The Digtributed7 software must be stopped, i.e., apm stop/ebs_stop, before running the
db2date utility.

» For each signding point—ranging from O to 7—one single line indicating successful
conversonisdisplayed, eg., trying to convert sp=0...

« If the current release includes any databasefilesin it, then those files are overwritten by the
db2date utility.

* In case of conversion failure, the following error is displayed for each database record:
record insertion for MO:<MO#> failed with errno:<error#>

In such cases, note the error and consult the Technica Assistance Center.

Related Information
* Section 9.7.17, db2text on page 9-476
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9.7.17 db2text

NAME
db2text

Convertsal release ADC Telecommunications, Inc. Distributed?
ALARM, MML, NETWORK, SPM, MTP, SCCP, and ISUP
configuration database files to text files containing the MML commands
that created the configuration.

d I mportant: The EBSHOME environment variable must be set before running this command,
asit makes use of this variable to |ocate the database files and ADC Telecommunications,
Inc. Distributed? executables.

SYNOPSIS

db2text <directoryname>

DESCRIPTION

db2text Utility to convert the binary database files in the $SEBSHOME/access/

RUN<sp#>/DBfiles directories into text files containing the appropriate
MML commands to recreate the configuration. The utility determines the
current ADC Telecommunications, Inc. Distributed?7 version by checking
the executables in $EBSHOME/accessg/bin. New parametersin the
MML commands of the new rel ease—set to the defaults—can be
changed by editing the text file. The text files may also contain comment

lines providing information or warnings in the form of:

#<comment_line>;
Thetext files are stored in the directory specified by the
<directoryname> parameter . A text file contains the commands for a
particular layer/module, i.e.,, ALARM, MML, NET, SPM, MTP, SCCP,
and ISUP, on asignaling point (0, 1, .. 7). Thefile names have the format
of mml_<layer>_<gsp#>.txt. For example, if MTP and SCCP were
configured for signaling points 0 and 1, then the command converts the
database files in directories $EBSHOME/access RUNO/DBfiles for
signaling point 0 and $EBSHOM E/access RUN1/DBfiles for signaling
point 1 to filesnamed mml_mtp_0.txt, mml_sccp O.txt, mml_mitp_1.txt,
and mml_sccp 1.txt. Thetext files can be edited with atext editor prior to
restoring the configuration. To restore the configuration, specify the text

file name with the mml command when starting MML.

<directoryname>Full path of the directory where the MML text files should be stored.

The user must have write-access to the directory. The directory must not
be in the $EBSHOME/access path if the previous release is removed for

an upgrade.
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OUTPUT FORMAT

Theformat of mml_<module>_<sp#>_.txt filesarein the form of mml commands. These
filesmay also contain some commentsin the form of mml commentsin order to give some
warnings, or information about MO and/or parameter changes, as shown below:

#<comment_line>;
EXAMPLE

In order to convert Distributed7 DB files to text ones in the form of mml commands to the
directory /tmp:

db2text /tmp

We assume that there is an spc=1-2-3 and its subsystem 123 defined in the SCCP network
at sp 0. So, the content of mml_sccp_0.txt may be asfollows:
#scep configuration for sp=0;

#

ADD-SNS: PC=1-2-3;
ADD-3UBSYS SPC=1-2-3,S9N=123;

DIRECTORIES

$EBSHOME/accesss RUN<sp#>/DBfiles - manage object database files located

$EBSHOME/access/bin - Distributed7 executables are used to identify the version of
Distributed7

NOTES

* Digtributed7 must be stopped by calling ebs stop before running converter.

« If therewere any file named like mml_<module>_<sp#>.txt inthe directory <text_dir>
given asaparameter to the converter, thosefileswill be overwritten.

« If Digtributed? is upgraded with anew version, conversion must be done before starting
ingtalation of the new Digtributed?. The converter tool needsthe DB filesaswell as

Didtributed7 executables|ocated at $EBSHOME/access/bin to identify the Distributed?
verson to be upgraded.

* For some old releases, converter may prompt the following: Does Digtributed? have TCP/IP
gateway deployment [ nofyes| ?
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9.8 Signaling Gateway Client Application Utilities
9.8.1 sgc_pkgrm

NAME
sgc_pkgrm Removes aversion of the Signaling Gateway Client package software.

SYNOPSIS
sgc_pkgrm version

DESCRIPTION

The sgc_pkgrm command removes aversion of the Signaling Gateway Client package
(package name SGCcore). If there are filesleft in the software directory after removing the
software, (filesthat are not part of the original package), then the software directory remains
on the disk and sgcadm user account is preserved. Otherwise, the entire software directory
and user account are removed.

version Version number of the software to be removed. Use the UNIX pkginfo
command to find out what version(s) are installed if you are not sure of
the software version:

pkginfo | grep SGCcore
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9.8.2 sgc_start

NAME
sgc_Sart

SYNOPSIS

Starts the Signaling Gateway Client software.

sgc_start [d7] [sp[@-7]] [sc[0-71][i[0-7]] [tc] [om[O-7]] [ip] [asp]

DESCRIPTION

sgc_Sart

d7

P[D-7]

c[0-7]

ig0-7]

tc

om[0-7]

The sgc_start command starts the Signaling Gateway Client and
Distributed7 software. The Signaling Gateway Client system consists of
the

basi ¢ platform processes, SS7 node processes and Sgnaling Gateway
Client processes. This command allows the user to start the systemin
different phasesin which one or more subset of processes are running.
The following states can be used as command line arguments to start
Signaling Gateway Client:

Starts only the basic platform processes on the local host.

Starts the M TP3 process for asignaling point on the local host. Valid
sgnaling points are @ through 7. All basic platform processes are also
started automatically, if they have not already been started, when this
state is specified.

Starts the SCCP process for asignaling point on theloca host. Vdid
signaling points are 0 through 7. All basic platform processes and MTP3
process are started automatically, if they have not aready been started,
when this state is specified.

Starts the ISUP process for asignaling point on the local host. Vaid
signaling points are O through 7. All basic platform processes and MTP3
process are started automatically, if they have not aready been started,
when this state is specified.

Starts the TCAP process on the local host. All basic platform processes
are started automatically, if they have not already been started, when this
state is specified.

Starts the OMAP process for asignaling point on the local host. Valid
signaling points are 0 through 7. All basic platform processes are started
automatically, if they have not already been started, when this stateis
specified.

Startsthe SCTP process on the local host.

Startsthe ASP process for asignaling point on the local host. Basic
platform processes and SCTP process are also started automatically, if
they have not aready been started, when this state is specified.
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EXAMPLE

1. To start MTP3 and SCCP on signaling point O:
$sgc_start scO
This command starts basic platform processes, MTP3 for signaling point
0, and SCCP for signaling point 0. Thisis equivalent of executing:
$sgc_start d7 sp0 sc0
2. To start MTP3, ISUP and SCCP on signaling point 0 and TCAP and ASP:
$sgc_start scOscltcasp

This command starts basic platform processes, MTP3 for signaling point
0, SCCPfor signaling point 0, SCCP for signaling point 0, MTP3 for
signaling point 1, SCCP for signaling point 1, TCAP, SCTP and ASP
processes. The following command performs the same operation:

$sgc_start d7 sp0 scO spl scltcip asp
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9.8.3 sgc_stop

NAME
sgc_stop
Stops the Signaling Gateway Client software.
SYNOPSIS
sgc_stop [d7] [sp[D-7]] [sc[0-71][is[0-7]] [tc] [om([O-7]] [asp]
DESCRIPTION
SgC_stop N .
The sgc_stop command stops the Signaling Gateway Client and
Distributed?7 software. The Signaling Gateway Client system has the basic
platform processes, SS7 node processes and Sgnaling Gateway Client
processes. This command allows the user to stop one or more subset(s) of
these processes. The following states can be used as command line
o7 arguments to stop Signaling Gateway Client:
Stops dl Signaling Gateway Client and Distributed? processes on the
p[2-7] loca
host.
Stops the MTP3 process for asignaling point on the local host. Valid
i0-7] signaling points are @ through 7. SCCP and | SUP processes stop
automatically when this state is specified.
tc Stops the ISUP process for asignaling point on the local host. Valid
om[0-7] signaling points are O through 7.
Stops the TCAP process on the local host.
asp Stops the OMAP process for asignaling point on thelocal host. Valid
signaling points are @ through 7.
EXAMPLE Stops the ASP process on the local host.

To stop MTP3, SCCP on signaling point 0 and also the common TCAP process.
$sgc_stop 0tc

This command is equivaent to the following:

$sgc_stop scO spOtc
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9.8.4 sgc_setrelease

NAME
sgc_setrelease Sets the Signaling Gateway Client software.

SYNOPSIS
SyC_setreleaseversion | -i

DESCRIPTION

sgc_setrelease The sgc_setr elease command activates a specific version of the
Signaling Gateway Client and Distributed7 software. The following

arguments are supported:
verson
-i

Version of the software to be activated.

The -i option prints the information about the currently activated
software version, such as the base installation directory,
Signaling Gateway Client version and Distributed7 version.

9.8.5 sgc_trace

NAME

sgc_trace ' ' -
Runtime tracing utility.

SYNOPSIS

sgc trace[ asp ]
sgc _trace[-c]
sgc _trace-s|-u |-m asp | all

DESCRIPTION

sgc_trace _
The sgc_trace command is used to collect traces for the ASP process for

debugging purposes. Runtime tracing can be enabled or disabled
dynamically, and traces that are collected are stored in a circular memory
buffer, with new traces overwriting old ones when the buffer isfull. This
command supports the following command line options:

The -s option enables the tracing for one or more processes.

* Specify asp as the argument to trace the ASP process

The -u option disables the tracing for one or more processes.

* Specify asp as the argument to disable tracing for the ASP process
* Specify all as the argument to disable tracing for all processes

-s[asp]

-u [asp] | &l
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-m{[asp] | all o
The -m option displays the current trace statuses to show whether they

are enabled or disabled on the system. The arguments are entered the
same way as in the -u option (see the previous bullet).

The -l option displays the traces collected. The arguments are entered the
same way as in the -u option (see the previous bullet). All existing traces
in the buffer are displayed when no argument is specified because the
traces are not filtered.

The -c option clears all existing traces in the buffer.

-1 [asp]
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aapter 0o MAINtENANCce and
Troubleshooting

10.1 Overview

This chapter identifies the alarms and troubleshooting tools of the Signaling Gateway Client.

If necessary, the Technical Assistance Center (TAC) can be reached by phone at (800) 416-
1624 US or (408) 432-2600 International, or also by email at support@newnet.com.

10.2 Software Maintenance

10.2.1 Configuration Backup

Periodically the configurations on each of the distributed hosts should be backed up to a
tape to prevent dataloss in the event of a hard disk failure or file corruption. It is
recommended that the following configuration directories be backed up:

* SEBSHOME/accessRUN and $EBSHOM E/accessRUNX, where x isthe signaling point
number

* $SGCHOME/sgc/RUN

To back up adirectory to tape, insert atape to the tape drive connected to the host, then
execute the following UNIX command:

tar cvf tape device backup dir

wheretape deviceisthe device name of the tape drive, and backup_dir isthe directory to
be copied to tape.
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10.2.2 Monitoring Alarms

By default, alarms are displayed on the console. The operator should pay attention to alarms
that are displayed, or check for any outstanding alarms using MML, for example:

display-strdalm:;

The operator should also use MML to delete obsolete dlarms of SET_ALARM typethat are
non-self-clearing, for example:

delete-strdalm: hostname=x,group=x,module=x,type=x,last_occur=x;

Periodically it is aso recommended to check the darm log filesin $EBSHOM E/access/
RUN/alar mlog to observe for potentia problems or any unusua system behavior.
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10.2.3 Monitoring Logs

The Master Log (MLog) is used to log system events that are noteworthy, including system
start/stop, major configuration changes, and faulty events. Master Log files are created daily
and are stored under the SEBSHOM E/access RUN/mlog directory. Periodically

monitoring these log files may help detect problems or unusual system behavior early.

10.3 Troubleshooting Tools

10.3.1 Alarms

When problem occurs, alarms should be checked both in the alarm log file and through
MML. The following tables lists the Signaling Gateway Client alarms and the corresponding

actions that can be taken to remedy the problem. If the error condition persists, contact the
Technical Assistance Center (TAC) for help. See Section 6.5.6.2 Alarm Groups for
information about the Distributed7 alarm groups.

Table 10-1: ASP Alarm Group

Alarm No.

Severity

Type

Message

Operation

020101

INFO

EVENT

ASP: ASPterminated

Indicates the termination of ASP.
Check the mlog file to determine
reason for termination. No actionis
required for normal termination.

020102

CRITICAL

EVENT

ASP: EBSHOME environment
variable not set

Make surethat Signaling Gateway
Client is started by sgcadm. If it was
started by sgcadm and thisalarm
till happens, then check the
sgcadm'’s .cshre file and be sure that
the environment variable

EBSHOME is exported.

020103

CRITICAL

EVENT

ASP: Failed to read licensefile

Be sure that you have vdid license
before starting Signaling Gateway
Client.

020104

CRITICAL

EVENT

ASP: License feature not found in
licensefile

Be sure that you have vdid license
before starting Signaling Gateway
Client.

020105

CRITICAL

EVENT

ASP: License key corrupted

Be sure that you have vdid license
before starting Signaling Gateway
Client.

020106

CRITICAL

EVENT

ASP: Not licensed for local host

Be sure that you have vdid license
before starting Signaling Gateway
Client.

020109

CRITICAL

EVENT

ASP: Licensed number of ASP
exceeded system capacity (max %od)

Be sure that you have vdid license
before starting Signaling Gateway
Client.
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Table 10-1: ASP Alarm Group (Continued)

Alarm No.

Severity

Type

Operation

02010a

CRITICAL

EVENT

Message
ASP. MTP AP initialization error

Try stopping and restarting M TP

1. sg_stop sgp spX, where X isthe
Sp number.

2. 5g_gart pX, where X isthe sp
number.

3. 5g_start sgp
Contact TAC if problem persists.

02010b

CRITICAL

EVENT

ASP: Gateway registration failed

Change the OPERST of SGCSPNA
to INACT, then changeit to ACT.
Contact TAC if problem pergsts.

02010c

CRITICAL

EVENT

ASP: SCTPIPC initidization failed

Make sure SCTP processis running.
If not, gtart it by running sg_start ip,
then restart SGP by running sg_start
sgp. Contact TAC if problem per-

CES

Table 10-2: OAM Alarm Group

Alarm No.

Severity

Type

Operation

020201

MAJOR

EVENT

Message
ASP: Database error

ASPfailed to perform database
operation. Check mlog file for the
failure reason. Verify that databases
under $EBSHOME/RUNX/DBfiles
have write permission for sgcadm,
where x isthe signaling point num-
ber.

020202

MAJOR

EVENT

ASP: Managed Object creation errof

ASP failed to create Managed
Object definitions during startup.
Check the mlog file for the failure
reason. |f the error indicates that
MO aready exists, then no actionis
required. Otherwise, verify that the
MML commands can berun on al

Signding Gateway Client hogts. If the
commands can be run, no action is

required. Othef

wise, restart Signaling Gateway Client.
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Table 10-3: M3UA Alarm Group

Alarm No. Severity Type Message Operation
020301 CRITICAL EVENT ASP; M3UA stack initidization ASPfaledtoinitialize M3UA stack
failed during startup. Possible reasons may
be: SCTPisnot running, or an incor-
rect network appearance. Check the
mlog file for the failure reason.
020303 INFO CLR_ALARM ASP:. SPMC for network appearance Indicates that SPMC for a network
%disup appearanceisup. No action is
required.
020304 INFO SET_ALARM ASP: SPMC for network appearance Indicates that SPMC for a network
%d isdown appearance isdown. No action is
required.
020305 INFO EVENT ASP: Connection with SGP %s s yip Indicates that connection with an
ASPisup. No action is required.
020306 INFO EVENT ASP: Connection with SGP %sis Indicates that connection with SGP
down isdown. Verify that the connection
did not go down dueto loca prob-
lem such as cablefailure, incorrect
IP, or congestion at the SCTP side.
020307 INFO EVENT ASP: Connection with SGP %sis I ndicates that the connection
congested at level 1 between SG and an ASPis con-
gested et leve 1.
020308 INFO EVENT ASP: Connection with SGP %sis Indicates that the connection
congested at level 2 between SG and an ASPis con-
gested et leve 2.
020309 INFO EVENT ASP: Connection with SGP %sis Indicates that the connection
congested at level 3 between SG and an ASPis con-
gested et leve 3.
02030a INFO SET_ALARM ASP: ASP %sisdown Indicates that an ASP isdown. No
action isrequired.
02030b INFO CLR_ALARM ASP: ASP %sisinactive Indicates that an ASPisinactive. No
actionisrequired.
02030c INFO EVENT ASP: ASP %sfor AS %sisinactive Indicatesthat an ASPisinactive for
an AS. No action isrequired.
02030d INFO EVENT ASP; ASP%sfor AS %sisactive Indicatesthat an ASPisactivefor an
AS. No action isrequired.
02030e INFO SET_ALARM ASP: AS%sisdown Indicatesthat an ASisdown. No
action isrequired.
02030f INFO CLR_ALARM ASP. AS%sisinactive Indicatesthat an ASisinactive. No
action isrequired.
020310 INFO EVENT ASP; AS%sisactive Indicatesthat an ASisactive. No
action isrequired.
020311 INFO EVENT ASP:. AS%sispending Indicates that an ASis pending
before going down. No actionis
required.
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Alarm No. Severity Type Message Operation
020312 INFO EVENT ASP:. No more AS pending buffer, Indicates that there is no more pend-
messages may be discarded ing buffer available to store mes-

sagesfor aparticular ASwhileitis
in pending mode, and that messages
will be discarded. No action is
required.

020313 INFO SET_ALARM ASP: ASP %sinhibited Indicates that an ASP isinhibited,
i.e. itstraffic istemporarily sus-
pended.

020314 INFO EVENT ASP: M3UA Error Indication (error Indicates an M3UA error condition.

code %d - %s) Check the darm message for the
error reason. Call TACIf itis
unsolvable.
Table 10-4: M3UA Error Group
Alarm No. Severity Type Message Operation
020401 INFO EVENT ASP: %s M3uaerror - invaid ver- Contact TAC.
sion (error code %d)
020402 INFO EVENT ASP: %s M3uaerror - unsupported Contact TAC.
message class (error code %d)
020403 INFO EVENT ASP: %s M3uaerror - unsupported Contect TAC.
message type (error code %d)

020404 INFO EVENT ASP: %s M3uaerror - invalid traffic Make sure traffic mode configured

mode (error code %d) iscorrectly.
020405 INFO EVENT ASP: %s M3uaerror - unexpected Contact TAC.
message (error code %od)

020406 INFO EVENT ASP: %s M3uaerror - protocol error Contect TAC.
(error code %od)

020407 INFO EVENT ASP: %s M3uaerror - invalid Contact TAC.
stream D (error code %d)

020408 INFO EVENT ASP: %s M3uaerror - management Contact TAC.
blocking (error code %d)

020409 INFO EVENT ASP: %sM3uaerror - ASP 1D Contact TAC.

needed (error code %od)
02040a INFO EVENT ASP: %sM3uaerror - invalid ASP Contact TAC.
ID (error code %d)

02040b INFO EVENT ASP: %sM3uaerror - invdid Contact TAC.
parameter value (error code %d)

02040c INFO EVENT ASP: %s M3uaerror - fild error Contact TAC.
(error code %od)

02040d INFO EVENT ASP: %s M3uaerror - unexpected Contact TAC.
parameter (error code %d)

02040e INFO EVENT ASP: %s M3uaerror - unknown des- Contact TAC.

tination status (error code %od)
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Table 10-4: M3UA Error Group (Continued)

Alarm No. Severity Type Message Operation

02040f INFO EVENT ASP: %sM3uaerror - invalid net- Make sure the network appearance
work appearance (error code %d) configured is correctly.

020410 INFO EVENT ASP: %s M3uaerror - missing Contact TAC.
parameter (error code %d)

020411 INFO EVENT ASP: %s M3uaerror - invalid RC Make sure RC configured is cor-
(error code %d) rectly.

020412 INFO EVENT ASP: %sM3uaerror - AS unconfig- Make sure ASis configured.
ured (error code %d)

020413 INFO EVENT ASP: %s M3uaerror - unknown Contact TAC.
error (error code %od)
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10.3.2 Log Files
The Master Log file can be checked to help identify a problemwhen troubleshooting.
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10.3.3 Runtime Tracing

The Signaling Gateway Client system supports runtime tracing in which trace messages are
directed to a circular buffer in the shared memory. Tracing can be enabled or disabled
dynamically during operation of the system. To utilize the tracing utility, the program 1D of
the process to be traced must be given.

For example, to enable tracing for process 1.
apm_trsetmask -ma-p 139
To display traces collected for process 13J:
apm_trshow -p 1
To clear the trace buffer:
apm_trclear
To disabletracing for process 199:
apm_trsetmask -na-p 19
Thefollowing table lists the program 1D of the application processes.

Table 10-5: Program IDs for Tracing

Process Name Program ID

mlogd
spmd
netd
adarmd
dsmd
dkmd
upmd
smd
aspd

Caution: Tracing should not be enabled during normal operation of the
system as it may significantly degrade the performance. Be sure

to disable the traces when you are done troubleshooting!

| N[OOI W|N| -

S

Alternatively, usethe sgc_trace command to smplify tracing the SCTP and ASP processes,
as shown in the following examples:

Enter the following to disable tracing for ASP:
sgc _trace-u asp @

Enter the following to display traces collected for ASP:
sgc _traceasp @

Enter the following to clear dl tracesin the buffer:

sgc trace-c
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Enter the following to enable tracing for SCTP:
sgc_trace-sip )
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Appendix A: G I O S S ary

The following table lists Signaling Gateway Client abbreviations, and common SS7 and
telecommunications industry acronyms. Brief definitions are included for frequently used terms
found in the Signaling Gateway Client manuals.

Acronymn
or Term Definitian

AS
Application Server isalogical entity serving a specific routing key, such asa CIC range or apartic-

ASP utar DedtimatiomPomt Code:

Application Server Processis a process instance of an Application Server. An ASP can be active or

DPC Sardby foraTAS:

falover Destimatiorm Poimt CodeTs theaddress of arm SS7 destimation mode:

A backup operation that automatically switchesto a standby database, server or network if the pri-
mary system fails or istemporarily shut down for servicing. Failover isan important fault toler-
ance function of mission-critical systemsthat rely on constant accessibility. Failover automaticaly
and transparently to the user redirects requests from the failed or down system to the backup sys-

ETE temthetmimics theoperations of the primary SysterT.

Internet Engineering Task Forceis alarge open international community concerned with the evolu-

GP tromof thetntemetarchitecture andits SmootToperation.

Interior Gateway Protocol. A protocol that distributes routing information to the routers within an

P aOtONOIMIoUS Syt T e tarmT - “gateway TS historicat, a5 “router TS currentty the preferredterm.

IPAS mtemetProtocot s thepart of the TCPPprotocot famity deatimg withraddressTigand Touting:
An |P-based application server. An IPAS s essentially the same asan AS, except that it uses |PSPs

PSP Steed of ASPS:

A processinstance of an |P-based application. An IPSPis essentially the same asan ASP, except
that it uses M3UA in a point-to-point fashion. Conceptually, an PSP does not use the services of a

IS1S Signalting Gateway node:

Intermediate System-Intermediate System. The OSI IGP, Open Systems I nterconnection, Interior

ISUP Gateway Protocot

M3UA TSDONUSE PartiSam SS7 protocot tayer used 10 Ser Up and tear dowr caifs,

MTP MTP3 U Adaptatiom enabies Seamiess operation of VT P3 TS pears T SS7 and P domais.
Message Transfer Part provides message handling functions that transfer the signaling messagesto
the proper signaling link or the user part and network management functions that control the cur-

ML et ITESSAge Toutmy and configurationof thesignatimg metwork:

Man-Machine Language is a human-readable syntax based on text lines for controlling and obtain-
multihoming g Status fromrametwork eterment:

Addressing schemein 1SS routing that supports assignment of multiple area addresses. It is

defined as the separate physical network interfaces of the ASP and the cluster interfaces, each with

NEBS TTSOWT P adiress:

NIE Network Equipment-Buitdimg SystenTisastandard for product safety-

Noda Interworking Function is a module that interworks between the SS7 and the SIGTRAN

SECkS T the SG it transates SS7 M TP TTeSSages to v 3UA TTESSageS, and vite versa
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or Term Definition

OPC
PSTN origimation Poimt Code s the origmating Node's atdress i the SS7 Signaling Messages.

Public Switched Telephone Network is the traditional telephone system, using DSO format to carry
ScCp digitized moderm or voice traffic:.

Signaing Connection Control Part provides additional functionsto M TP to provide connectionless
N A0 ConmMeECtiorForented Tetwork Servites ormarode-to-node basTs:

Switched Circuit Network is the traditional telephone network that uses DSO format to carry digi-
TP tizedmodermror vorce traffic:

Stream Control Transmission Protocol is an |P based transmission protocol designed to carry SS7
SGIRAN ST

Signaling Transport is name of awork group in IETF that designed the architecture for the trans-
30 portof SS7Sgratinmgover 1P
S Savicetndicator Octet determimes the vt TPuser, suchras 1SOP, TUP, ad SCER:
SGP Sgnating Gateway Ts adevite that attows SS7metwork tevetsgrvites to P esedappticationrs
3S Signating Gateway Process 1S aprocess Ingtance of aSignaling Gareway.

Signaling Link Selection is used by the MTP users to provide guidance to the MTP layer on signal-
SNVP gtk sefectiom:

Simple Network Management Protocol is a message-oriented protocol for the control and interro-
S3) gatiormof Tetwork eements:

Signaling Point is an SS7 network node such as an end office or tandem equipped with signaling
SPVIC tmktardwareandsoftware:

Signaling Point Management Cluster isthe complete set of Application Servers represented to the
SN SS7Tetwork underorne Specific SS7-poimt tode of one Specific Tietwork appearartce:
7 SabsystermNumberidentifres theuserof the SCCPsarvite tayer-
TCP Signating Systen#7 7S theprotocot usedto transport sSigratmy for the PSTN:

Transmission Control Protocol isthe middie level of aprotocol commonly used over IPto trans-
TCAP port packettraffic:

Transaction Capabilities Application Part provides a means to establish non-circuit related com-
UDP TTurication tetweamtwo SS7 Todes.

User Datagram Protocol isamiddle-level protocol used to transport large, fixed-length data blocks

{TTa CONMECtiONMeSS TN

Page 496

Copyright ¥ NewNet Communication Technologies



160-3001-01

Signaling Gateway Client User

Manual
| ndex
Numerics
193, 145, 220 datatypes 170
A key 170
access transparency 80, 84, 88, 91, 94 Managed Object 56
Access Types (attributes) 171 Managed Objects 170

AccessMOB 271

using 164
AccessMonitor 279
AccessOMAP 272
AccessSNMP 274
AccessStatus 277, 473
Add Operation (GUI) 177
adarm

reports 370
Alarm process, starting 269
aarmd 269
Alert Message 2
ANS point code format 188
apm 305
APM Utilities 388
apm_getstate 389
apm_kill 390
apm_killall 392
apm_ps 394
apm_report 397
apm_setstate 399
apm_start 401
apm_stop 403
apm_trcapture 405
apm_trclear 408
apm_trgetmask 409
apm _trinit 411
apm_trsetmask 413
apm_trshow 415
apm_update 417
apmconfig 305, 318
apmconfig old 318
apmd 280
Application Manager 29
Application Programming Guides 32
Architecture 24, 34
AS, SIGTRAN definition 10
ASP, SSGTRAN definition 10
Attributes

accesstype 171

audit distributed shared memory 419
B
Backward Compatibility 32
Basic Platform Process 116
building blocks 23
C
Case Sendtivity, MML 189
changing GUI window name 174
Characteristics, Distributed 68
CIC 146
circuit

0147

group ID 146

number and CIC 147
Circuit Display Report

ISUP 222
Circuit Group Display Report, ISUP 225, 226
Circuit Status Definitions 223
circuits 147
CNFG 51
Command-Line

Syntax, Rules 189
Commands

User 325
Concerned SP

Provisioning 144
concurrence transparency 80, 85, 88, 92, 94
Configuration 271

ISUP 145
Configuration Management MML 30
CONNECTION

DISPLAY 219
Controller Options 48
Conventions, Notations 2
Core Capabilities 26
Core Product Specifications 75
country variants 46
CPC

ADD 204

DELETE 204

DISPLAY 204
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Creation 303
CRP41 dsm_bm 421
Customer Routing Point 41 dsm_list 422
D dsm rm 425
data dsm_stat 426
entering 168 dsmd 267, 285
string-constant entry method 189 Dynamic Trace 29
Data Types (attributes) 170 E .
Database Capacity 47 ebs gpidemo 331
D-channdl 147 ebs audit 332
Delete Operation (GUI) 179 ebs_dbconfig 339
Dependencies 49 ebs hbeat 344
APIs50 ebs ipcbm 346
development platform 23 ebs log 347
Dialog Box 168 ebs | OOpback 349
Disk Space Requirements 99 ebs modinstall 354
Display ebs modremove 355
ISUP Circuit Report 222 ebs_oldapidemo 353
Distributed Alarm 31 ebs pkgrm 358
Distributed Kernel Memory Management 29 ebs_ps 359
Distributed Operations 26 ebs_qlist 365
Distributed Process Management 28 ebs_gstat 367
Distributed Shared Memory ebs_quinfo 363
audit 419 ebs report 370
informetion, display 422 ebs_showlink 373
Management 29 ebs shutdown 376
manager 267, 285 ebs start 377
segment 426 ebs stop 378
Distributed System Characteristics 68 ebs_sync 379
DKM 29 ebs sysinfo 381
Utilities 428 ebs__tune 383
dkm_apidemo 428 Environment Variables 165
dkm_dump 430 Error Log 29
dkm_list 431 error messages
dkm_rm 436 MML 191
dkm_sar 437 MOB 183
dkm stat 439 Errorsfrom GUI 183
dkmd 283 Errors from MO Servers 184
DSV Event Management 27, 31
display 422 F _
management 29 Failure Semantics 77, 83, 88, 91, 94
segment info 426 failure transparency 81, 85, 89, 92, 95
Utilities 418 Fault Tolerance 71, 77, 83, 87, 90, 93
dsm_apidemo 418 Features 24
dsm audit 419 file, sample SCTP.conf 126
B Flexibility 90, 93
Page 2

Copyright ¥ NewNet Communication Technologies



160-3001-01

Signaling Gateway Client User

Manual
| ndex
Format, point code 188
G ISUPCCT
Global Title ADD 220
Outgoing Point Code Provisioning 144 DELETE 220
Graphical User Interface 31, 164, 271 DISPLAY 220
GT MODIFY 220
ADD 206 isupd 287
DELETE 206 ISUPGRP
DISPLAY 206 ADD 224
GTENTRY DELETE 224
ADD 208 DISPLAY 224
DELETE 208 MODIFY 224
DISPLAY 208 ISUPNODE
GUI 30, 31, 164 ADD 227
Main Window 173 DELETE 227
modes 174 DISPLAY 227
Requirements 164 MODIFY 227
starting 166 ISUPTMR
stopping 166 DISPLAY 233
H MODIFY 233
High Availability 71, 76, 82, 87, 90, 93 ITU point code format 188
HOST K _
MML command 237 Key Attributes 170
I L
IETF 10 Labels
INE 33 MML Network Element 188
Installation LAN Configuration, changing 135
Sun 97 Libraries

installation steps 100
installation, software 98
installing devices 354
Intelligent Network Emulation 33
Inter-Process Communications 23, 27
IPC 23, 27
ISDN User Part 25
ISUP9, 25
Circuit Display Report 222
Circuit Group Display Report 225, 226
Circuit Groups, configure 146
Circuits 147
configuration 145
DISPLAY 230
MODIFY 230
module 36
Node, configure 145

APM 36
DSM 36
Gateway API 37
GSM MAPAPI 38
|$41-D API 37
ISUP 37
OAM 36
Raw TCAP 37
SPM 36
TCAP37
Library 36, 37
licensefile 97
link status 277, 473
Links7
LOCALSUBSYS
DISPLAY 218
location transparency 80, 85, 88, 91, 94
logd 289
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logging 28, 347
loopback 28, 349 MTPS, 25
M Layer Product Specifications 82
M3UA 10 Level 1,235
Man Machine Language 31 Level 335
Managed Object 30, 51 multihoming 16
Attributes 56, 170 N _
Browser 167 named object 27
Error Messages 183 netd 294
Operation 173 Network (NTWK) 239
Windows 173 Network Appearance 11
Server 51 Network Clock Synchronization 32
Error Messages 184 network connection 294
Managed Object Browser 271 Node creation 303
MATE Node Management 30
ADD 210 Notations, Conventions 2
DELETE 210 NTWK
DISPLAY 210 MML command 239
Mated Subsystem O _
Provisioning 145 Object Server 30
Media Server 39 OMAP 25
Menus (GUI) 167 startup 272
Message Operation
Alert 2 MOB 173
message discrimination 8 Operati_ons o
message distribution 8 Maintenance and Application Part 25
Message Transfer Part 25 Output Messages 191
Messages, output 191 P
Messaging 27 Performance 75
mlogd 290 Patform
MMI 293 Options 47
MML 31, 292 Services 26
case sengitivity 189 Utilities 329
Commands Point Codes, format 188
SCCP 204 Process Management 35
Network Element Labels 188 process status 359
MOB 167, 271 Product Specifications 82
error messages 183 Provisioning
Managed Objects, selecting 175 Concerned SP 144
Operation Mode, selecting 174 Mated Subsystem 145
Operation, dialog boxes 176 PSTN 5
Modes R

GUI 174
Modify Operation (GUI) 178
mouse actions (valid) 168

READ-CREATE access 172
READ-ONLY access 171
READ-WRITE access 171
Redundant LAN Support 32
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Regidtration 27
Related Documents, References 3 MML command 255
SGP 10

Reliability 76, 82, 87, 90, 93
removing devices 355
replication transparency 81, 85, 89, 92, 95
Report

ISUP Circuit Display 222

ISUP Circuit Group Display 225
Report, ISUP Circuit Group Display 226
reports

dam 370
Resource Sharing 69, 75, 82, 87
Rules for Command-Line Syntax 189
S
scalability 73, 79, 84, 88, 91, 94
SCCP9, 25

initialization 298

MML Commands 204

module 35

Product Specifications 87
scmd 298
SCN 5
SCP7
SCTP 10
SCTP Association, SIGTRAN definition 11
SCTP multihoming 16
SCTP, sample conf file 126
Selecting

managed objects 175

operation mode 174
SEP7
service endpoint 27
Service Provider Module 35
set anew title for windows 174
Settings, environment variables 165
SG Process 116
SG, SIGTRAN definition 10
sg_setrelease 100
SGCRK

MML command 249
SGCRKRNG

MML command 251
SGCSG

MML command 253
SGCSGP

SGP, SSIGTRAN definition 10
shared memory, distributed 267, 285
Signding Connection Control Part 25
SIGTRAN 10
Simple Network Management Protocol 31
SMH 83, 86
SNM 361
SNMP 31, 274
SNSP
ADD 214
DELETE 214
DISPLAY 214
software installation 98
Solaris patches 100
SP6
SPC 6
Specifications 75, 82
MTP 82
SCCP 87
TCAP90
SPM 35
spmd 300
SS75
Controller 35
object 27
SS7 Node Process 116
SSP6
Standards Compliance 46
Starting AccessMANAGER 377
Starting the Managed Object Browser 166
Status
display 277, 473
process 359
Stop distributed AccessMANAGER 376
Stopping AccessMANAGER 378
Stopping the GUI 166
STP6
Streams multiplexors 361, 365
String-Congtant, data entry method 189
SUBSYS
ADD 212, 216
DELETE 212, 216
DISPLAY 212, 216
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Subsystem .
Mated Provisioning 145 UPM, User Part Multiplexor 303
Provisioning 144 upmd 303
Syntax, Command-Line 189 User Access 17
Sysem User Commands 325
Applications 39 Using
T AccessMOB 164
TCAP9, 25 Utilities
module 36 APM 388
multiplexor 302 DKM 428
Product Specifications 90 DSM 418
starting 302 platform 329
Utilities 448 TCAP 448
tcm_apidemo 451 virtual board 457
tem _list 452 \
tcm_stat 454 vb_addhost 457
tcm_tune 455 vb_bridge 458
tcmd 302 vb_config 460
timer facilities 23 vb_connhosts 462
Timer Services 27 vb_connports 463
Tracing 29 vb_discport 464
Transaction Capabilities Application Part 25 vb_lhosts 465
transparency 74, 80, 84, 88, 91, 94 vb_Iports 466
access 74, 80, 84, 88, 91, 94 vb_reset 467
concurrence 74, 80, 85, 88, 92, 94 vb_startup 468

fallure 74, 81, 85, 89, 92, 95
growth/retrofit 74

location 74, 80, 85, 88, 91, 94
replication 74, 81, 85, 89, 92, 95
scaing 74

View Operation (GUI) 180
Virtual Board Utilities 457

W

Wildcards 171

window manager functions 167

Transport Security 17 window name, changing 174
trunk group 1D 146 Windows

U MOB 173

UPM 361 WRITE-ONLY access 172
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