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AMS Operator Manual Introduction

1.1 About this Document

This document provides an overview of the ZephyrTel Mobile Messaging Active Message Store (AMS)
component. The AMS provides the store-and forward functionality in an SMS network.

The ZephyrTel Mobile Messaging product family is the ZephyrTel product family of core network
(857 and SIGTRAN) routing and application message routing, storage and mobile network querying
products.

The purpose of this document is to inform the reader about the purpose, functionality, architecture,
and interfaces of the AMS.

The ZephyrTel Mobile Messaging Routers and HUBs complement the AMS to form a complete SMS
network that implements SMSC functionality and more. The Routers provide the SS7 interface toward
the PLMN, while the HUB interfaces toward SMS applications (service providers) via TCP/IP.

1.2 Scope

This document discusses the functionality of the ZephyrTel Mobile Messaging AMS component.

1.3 Intended Audience

This document is meant for everyone interested in the functionality offered by the AMS, but specifically
for:

¢ Wireless network operators who want to know which SMS bottlenecks and network issues can be
easily be solved with ZephyrTel Mobile Messaging products.

* Original Equipment Manufacturers (OEMs) who intend to make ZephyrTel Mobile Messaging an
integrated part of their product or SMS solution.

e System Integrators who need an overview of the ZephyrTel Mobile Messaging functionality and
required components for an SMS implementation project.

* SMS Network Engineers who are responsible for the SMS infrastructure of the wireless network
and require more knowledge on the powerful possibilities of ZephyrTel Mobile Messaging products.

1.4 Documentation Conventions

Typeface or Symbol Meaning Example

Bold Refers to part of a graphical user | Click Cancel.
interface.

Couri er Refers to a directory name, file |The bi | | i ng directory
name, command, or output. contains...

Release 22.12 Revision A, May 2023 12
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Introduction

Typeface or Symbol

Meaning

Example

<poi nted bracket s>

Serves as a placeholder for text
that the user will replace, as
appropriate in context.

The file is called
MGRdat a. xni . <i p>. gz, where
<i p> is the server's IP address.

[ square brackets]

Indicates an optional command.

[--validateonly]

Indicates information alongside

Note: . Note: Ensure that the
normal text, requiring extra . )
attention configuration...

\ (Unix) Denotes line continuation; the

character should be ignored as
the user types the example, and
ENTER should only be pressed
after the last line.

% grep searchkey \
dat a/ *. dat

1.5 Locate Product Documentation on the Customer Support Site

Access to ZephyrTel's Customer Support site is restricted to current ZephyrTel customers only. This
section describes how to log into the ZephyrTel Customer Support site and locate a document. Viewing
the document requires Adobe Acrobat Reader, which can be downloaded at www.adobe.com.

1. Log into the ZephyrTel Customer Support site.

Note: If you have not registered for this new site, click the Register Here link. Have your customer
number available. The response time for registration requests is 24 to 48 hours.

2. Click the Product Support tab.

3. Use the Search field to locate a document by its part number, release number, document name, or
document type. The Search field accepts both full and partial entries.

4. Click a subject folder to browse through a list of related files.
5. To download a file to your location, right-click the file name and select Save Target As.

Release 22.12 Revision A, May 2023
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2.1 Introduction

In today’s SMS world, the complexity of the SMS environment and the market requirements on network
operators are increasing every day. SMS traffic patterns show more and higher peaks, while quality
of service demands are growing and the focus on cost-efficiency is getting stronger. Traditional Short
Message Service Centres (SMSCs) can no longer cope with performance demands and operators’
increasing requirements to route and deliver SMS traffic in an intelligent way.

These challenges can only be solved by a modern SMS network infrastructure.

2.2 SMS Network Context

The true next generation of SMS is the SMS network. As in any well-configured network, the SMS
network contains routers, hubs, and storage elements as dictated by modern networking and data
processing environments.

The ZephyrTel Mobile Messaging philosophy is that SMS as a data service should be based on a real
network structure, as opposed to the central host system on which the traditional SMSC is based.

—

-~ L/
. / \l - 2y
/ §5.7 / SIGTRAN )
network e

System

Prepaid || Stats )
Billing D i

Figure 1: SMS network components

2.2.1 RTR: Interfacing to the PLMN

As depicted in the diagram, the key component is the Router (RTR), which allows routing of SMS
traffic from anywhere to virtually everywhere. RTRs can distribute SMS traffic over multiple AMS
nodes and/or legacy SMSCs using multi-criteria load distribution and throughput control.
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RTRs provide first delivery attempt (FDA) functionality by routing SMS traffic directly to the mobile
station (MS) or directly to SMS applications via the HUBs. The latter is especially useful for interactive
events, such as SMS voting, in which many SMS votes are sent to the voting application in a very short
period of time.

The RTR can be expanded with SMS Firewall (FWL) functionality or a separate FWL platform (not
depicted here) can be installed between the SS7/SIGTRAN network and the RTRs. The FWL can
monitor and filter all SMS traffic entering the SMS network, that is, the incoming and outgoing SMS
MO and MT traffic. In most mobile networks, only incoming foreign MO and MT traffic is monitored
and checked for spoofing and spam.

2.2.2 HUB: Interfacing to the Applications

Through the HUB, any SMS application can be connected to the SMS network using SMS protocols
such as SMPP, UCP, or CIMD2. Similarly, mobile-originated (MO) SMS traffic that is destined for
interactive/voting applications is sent directly to the related application via the HUBs and RTRs. This
distributed approach significantly reduces the SMS bottlenecks and improves the overall quality of
the SMS services offered.

2.2.3 PBC: Prepaid Billing

The Prepaid Billing Controller (PBC) provides the interface toward prepaid billing systems. In addition
to IN interfaces via SS7 (via the RTRs), TCP/IP-based interfaces toward third-party prepaid billing
systems are available.

2.2.4 AMS: Message Storage and Delivery Scheduling

The Active Message Store (AMS) is the intelligent store-and-forward component of the ZephyrTel
Mobile Messaging Product Family. The AMS has permanent storage facilities on board, and each
logical storage entity has its own dedicated delivery scheme. Messages can be buffered in the AMS
for delivery at a later time. The AMS supports both store-and-forward and try-and-store behaviour.

The AMS is practically unlimitedly scalable, both in performance and redundancy.

2.3 AMS in the SMS Network

This section discusses the context spaces and their functional interfaces toward the AMS. Here, the
AMS is the store-and-forward component in a true SMS network. In this configuration, the AMS
interacts with the RTRs in the SMS network.

Note that the AMS will go into an operational state even if no RTR is present in the network (or detected
by the AMS).
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Figure 2: SMS network context

SMS applications (connected to the HUB) forward incoming application-originating (AO) messages
to a RTR for immediate delivery or to the AMS for scheduled delivery. The HUB is also responsible
for delivering application-terminating (AT) messages (from the RTRs or AMS nodes) to SMS
applications.

The RTRs are connected to the SS7 or SIGTRAN network. The RTRs receive MO traffic from the
network and deliver MT messages to the network (using the HLR and MSC to deliver to the mobile
station).

The RTRs deliver mobile-terminating (MT) messages, while the HUB delivers application-terminating
(AT) messages. Both deliveries are based on the applicable AMS delivery scheme for each message.
In this context, the RTR typically delivers MO-AT messages directly to the application via the HUB
and only uses the AMS when delivery to the destination application fails.

Similarly, the RTRs can deliver MO-MT messages directly to the mobile station and only use the AMS
if the delivery failed. The failed message will be placed in the appropriate message queue in the AMS,
which will perform delivery attempts according the delivery scheme.
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2.3.1 Mobile Network Space

The PLMN interface (that is, the SS7 interface toward the mobile network) is arranged entirely by the
hardware and router system software. The following components are part of the mobile network
space:

RTR—RTR handles all MO and MT messages and routes AO/AT messages from the HUB.
SMSC—The legacy SMSC can serve as a destination for MO or AO traffic and can deliver MT or
AT traffic.

MSC—The MSC or SGSN is the originating and terminating point in the PLMN of MO and MT
messages, respectively.

HLR—The RTR uses the Home Location Register (HLR) to query subscriber information (that is,
the destination MSC for an SMS delivery).

2.3.2 Application Space

The application space contains the applications and HUB interfacing with the RTR. The application
space contains the following components (at a minimum):

HUB—AnN SMPP/UCP/CIMD?2 load distributor/concentrator acting as a proxy for all sessions
from SMS applications and handling authentication and session control of all sessions toward the
RTRs and AMS systems.

SMS Application—The application responsible for sending (AO) and/or receiving (AT) traffic for
a short number, using the SMPP /UCP/CIMD?2 protocol over TCP/IP.

2.3.3 Operations and Maintenance and Provisioning Space

The operations and maintenance provisioning space (OAM) represents the interface with operations
and maintenance software, including the Manager (MGR), Statistics Viewer (STV), Log Viewer (LGV),
and other tools using SNMP. All provisioning commands, management, and alarms pass through this
interface.

The following (optional) components may be part of the OAM space:

SNMP Manager—Represents SNMP-based network management tools that may be available. This
is the system that is responsible for capturing and processing all SNMP alarms.

MIB Browser—Application that can be used to view and modify the contents of various SNMP
variables defined in the MIB file.

Command-line tools—Miscellaneous tools and utilities that can be used on the command line of
the ZephyrTel Mobile Messaging host machine.

MGR—Web-based management application of the ZephyrTel Mobile Messaging product suite,
which is used to manage the configuration of all ZephyrTel Mobile Messaging systems in the SMS
network configuration.

STV—Application that stores, processes, and display statistical output of all available ZephyrTel
Mobile Messaging components for real-time and archived viewing.
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2.3.4 Billing Space

The billing space is the interface toward the prepaid (IN) triggers and the ASN.1 formatted call detail
records (CDRs) for any billing system or mediation device. ZephyrTel Mobile Messaging can produce
SMSC- or MSC-compatible CDRs.

The following components may reside in the billing space:

* Prepaid Billing Controller (PBC)—The PBC provides the interface between the ZephyrTel Mobile
Messaging components and any third-party IN or other prepaid billing systems. For IN, the Routers
generate IN-triggers via SS7 to the IN billing systems.

¢ Billing System—The generic term for any system that performs charging of subscribers. Sometimes
a mediation system is used; that is, a system that performs post-processing (reformatting) of CDRs
as a preparation for the processing by the billing system.

¢ Fully SNMP manageable—Statistics counters, system status, settings, queues, and delivery schemes
are all manageable via SNMP.

2.4 Node Discovery

The elements in the SMS network discover one another dynamically. This means that a new AMS,
RTR, or HUB can be added to the SMS network without configuring the address of the new node on
the existing nodes.

Addition of extra AMS nodes can provide additional redundancy by increasing the replication level,
storage capacity, or delivery capacity without stopping or starting existing nodes.

The network discovery protocol is implemented over IP multicast. Other communication among nodes
is all accomplished via IP, which allows the nodes in the SMS network to be connected by any IP
network.

2.5 Intermediate Cache

When a message passes through the Mobile Messaging system and is then forwarded to an external
SMSC, the system can store the message's state and certain parameters in a record in the Intermediate
Cache (Icache). The Icache's contents represent the set of messages that are handled and/or stored on
an external SMSC.

When the Mobile Messaging system forwards a message, it instructs the external SMSC to report back
with the message's final delivery status: successful delivery, permanent failure, expiry, or deletion.
The Mobile Messaging system then:

1. Uses the delivery notification to look up the corresponding record in the Icache
2. Applies the appropriate action, based on the status
3. Deletes the record from the Icache

The Icache stores the message state that is required to:

¢ Create a final delivery CDR
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¢ Complete two-stage online charging via the PBC
* Route delivery notifications to the appropriate recipient

Icache records are stored in the AMS. You can select queues for different types of Icache records. The
selected queue determines the records' validity periods.

The ansst or agenpde parameter in the AMS semi-static configuration file controls whether the AMS
acts as a message store and Icache, as message store only, or as an Icache only. The Icache settings are
configured in the MGR.

Note: The Icache requires that, when SMPP is used, the del i ver _smSMSC delivery receipt must
include the r ecei pt ed_nessage_i d parameter.

To support the scenario in which the external SMSC's report about the final delivery status of a message
does not reach the Mobile Messaging system, the AMS supports the expiration of Icache records. If
an Icache record expires, the AMS signals this event to the RTR, which can then take appropriate
action.

2.5.1 iCache Queue Settings

To configure the iCache, the following steps needs to be taken:

1. First configure the AMS delivery scheme for iCache as shown below:

Delivery Scheme Table

Index: 3

Name:

Description:

Maximum Attempts: B0 [roam]
Maximum Yalidity: 168 [hr=]
Last Attempt: ]
Restart On New Message: v
Error Dependent: O
Interval in Seconds: --- l:l +
Last Updated: 2012-12-19 14:55:25

Make sure that the configured delivery scheme is activated.

Note: The iCache functionality uses Maximum Validity of messages given in the delivery scheme.
The configuration setting ansmaxi nunval i di t yperi od and ansdef aul tval i di t yperi od
will not be used.

2. Then configure the AMS queue table for iCache, as shown below:
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Queue Table

Index: 3
Name:
Description:
Priority: 50
Maximum Size: 1000000
Maximum Size f Recipient: 1]
Delivery Scheme: Icache Delivery Scheme v
Concat Insequence Delivery: O
Last Updated: 2012-12-19 14:55:47

Make sure that the configured queue table is activated.
Note: The maximum value of 'Maximum Size' can be 40000000 (40 million).

When using iCache in combination with message store the total number of iCache records and
stored messages together is limited to maximum storage size of the AMS.

2.6 Quality Characteristics

ZephyrTel Mobile Messaging provides carrier grade design and behaviour. This quality behaviour is
a result of the ZephyrTel Mobile Messaging architecture and design.

The most important quality design aspects are:

High performance, ensuring efficient use of available resources
High availability, ensuring maximum service availability without outage
Scalability, ensuring investment protection and virtually unlimited growth

Modularity, providing possibility to co-locate other functionality from the ZephyrTel Mobile
Messaging product suite

Flexibility, ensuring it is easily adjustable to changing market requirements

Reliability, ensuring correctness, completeness, consistency, and no loss of data

Security, providing access control, fraud prevention, and data protection

Manageability, providing full system control, alarming, and reporting

Interoperability providing solutions with different hardware versions of ZephyrTel Mobile
Messaging systems

Usability, providing easy-to-use GUI and command-line access

Traceability and audit-ability, providing the ability to diagnose all system activity
Accuracy, ensuring correct billing and revenue assurance

These design aspects are based on ISO 9126 quality attributes and can be recognized when working
with ZephyrTel Mobile Messaging systems.
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2.7 Multi-Instance Support

Multi instance feature allows multiple ZMM users (up to 10, including the existing' t ext pass' user)
be created on the same node, each of whom will be able to run one instance of AMS.

Note: A separate LICENSE is required for each ZMM user.
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3.1 Introduction

This chapter discusses the specifications of theAMS platform, including the capacity and hardware
platform requirements of a single AMS node.

The seamless scalability of ZephyrTel Mobile Messaging ensures that capacity and performance are
easily upgraded by adding more AMS nodes.

3.2 Storage Capacity

A single AMS node can store between 1 and 40 million SMS messages and Icache records, depending
on the hardware configuration and AMS license. This limitation includes all status reports, notifications,
replica messages, and Icache records that must be stored on the AMS node.

There is no direct limit on the number of SMS messages and Icache records. You can indirectly limit
each type by configuring specific queues and setting limits on the queues.

3.3 Throughput Capacity

The throughput capacity of the AMS mainly depends on the following factors:

¢ Type of DB storage engine used (i.e. Btree or Hash)

* Certain configuration parameter settings, particularly ansmaxdel i ver yr at e and
ansmaxreplicationrate

* Network characteristics such as the message delivery success rate
¢ System hardware (Processor, RAM, Disk) configuration.

A single AMS node using the Hash storage engine for the DB can provide a peak performance of 1600
to 2000 SMS messages and Icache records per second, depending on the hardware configuration. If
the Btree storage engine is used for the DB, then the peak throughput performance would be
approximately 1600 to 1800 messages per second.

The amsmaxdel i ver yr at e parameter should be configured such that it is at least equal to the value
of the expression given on the right-hand side below:

amsmaxdel i veryrate >= (estimated peak inconing traffic rate, i.e. nessages per
second / average success rate for nessage delivery attenpts)

However, for optimum performance it is recommended that ansmaxdel i ver yr at e is always
configured approximately 10% higher than the minimum allowed value indicated above.

Also, the amsmaxr epl i cat i onr at e parameter should be set as equal to the estimated peak incoming
traffic rate.

For example, ilf the estimated peak incoming load is 2000 messages per second and the average success
rate for delivery attempts is 80%, then you should set ansnmaxdel i ver yr at e="2750" (i.e. 10%
higher than the minimum value, which is 2000*100/80 = 2500).

Similarly, in the above example you should set anmsmaxr epl i cat i onr at e="2000".
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Note: The average success rates are typically different for MT and AT delivery attempts.

For MT messages, a typical first delivery success rate is about 80%. In such a case, only 20% of incoming
MO-MT and AO-MT messages must be stored for further delivery attempts. Therefore, only one-fifth
of the total mobile network capacity arrives in the AMS.

For AT messages the delivery success rate is typically much higher, about 98%-100%. This increases
the average success rate for overall delivery attempts (i.e. for all messages) and reduces the effective
incoming traffic load on the AMS even further.

3.4 Queue Capacity

There is no practical limit to the amount of user-defined queues, though the added total size of all
queues can never exceed the maximum message storage capacity.

3.5 Delivery Scheme Capacity

Up to 200 delivery schemes can be defined, and each delivery scheme can contain up to 100 delivery
intervals.

3.6 Hash Storage

Note: The configuration is for normal AMS usage with HDD disks. For high capacity configuration
with SSD disks, please refer to section Configuration for High Capacity .

To achieve a better performance of the AMS it can be considered to use a HASH store type instead of
the old btree.

To change this the following steps must be taken:

Shutdown the AMS.

Change common_confi g file.

Convert the master and replica databases.

Start the AMS.

OS related settings (section OS Related Settings).

Gk ¥ =

3.6.1 Change conmon_confi g File

1. To ensure that the AMS is using a Hash storage type, the ansdbst or ageengi ne configuration
setting needs to be added and it needs to be set to hash:

ansdbst or ageengi ne="hash"

This will ensure that the AMS uses a HASH storage type for the replica and master database.
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2. In addition the following settings can be applied to achieve a better performance:

ansdbcheckpoi nt si ze="10000000"
anmsdbcheckpoi ntti ne="480"
ansdbcachesi ze="2000"

ansschedul er hol dof fti me="1"
ansdbwr i t epause="5"

ansdbt r ansact i oncl ust er si ze=" 200"

Also, the amsmaxdel i ver yr at e and ansmaxr epl i cat i onr at e parameters should be set as
described in Throughput Capacity.

3.6.2 Convert the Master and Replica Databases
Before converting the master and replica database it is recommended to make a backup of the database:

1. The master database can be converted via the following command:

cd /dbansst ore/ mast er/
db_dunp / dbansst ore/ master/ Mai nDB | db_l oad -t hash -c \

db_pagesi ze=16384 -c¢ h_ffactor=48 -c h_nel em=3000000 -c db_| order=4321 t np_DB
nv tnp_DB Mai nDB

2. Areplica database can be converted via the following commands:

cd /dbansstore/replical
db_dunp /dbansstore/replica/ReplicaDB 0 |db_|oad -t hash -c \
db_pagesi ze=16384 -c h_ffactor=48 -c h_nel emr=3000000 -c db_I order=4321
tnp_Repl i caDB_0
mv tnp_ReplicaDB_0 ReplicaDB_0

Note: Do the same for all the replica databases in the directory.

3.7 Hardware Requirements

Because the AMS is a disk I/ O-intensive application, it is required that the AMS contain enough hard
disks. For a production configuration, at least four disks in a RAID-1 configuration are required.

The AMS supports two types of disk configuration:

1. SAS disks of size 300GB and RPM must be 10K RPM or more ( on HP GEN8 and GEN9 15K RPM)

2. Solid State Disks 200GB 12G SAS WRITE INTENSIVE SFF 2.5IN SC 3YR WTY. Supported on HP
DL 360p G9 servers running RHEL OS.

The amount of main memory (RAM) also determines the amount of messages that can be stored. AMS
systems require at least 1.75 KB per message stored. This figure consists of both internal buffers of the
AMS and the AMS BerkeleyDB caches set by the ansdbcachesi ze. It should be added to the needs
of other processes and the operating system

As an example, the following memory figures are needed for systems running an AMS only:

* 1,000,000 messages: 2 GB, including an ansdbcachesi ze of 350
¢ 3,000,000 messages: 6 GB, typically rounded up to 8 GB, including an ansdbcachesi ze of 999
* 6,000,000 messages: 12 GB, including an ansdbcachesi ze of 2000.

¢ 25,000,000 messages: 30 GB, including an ansdbcachesi ze of 16384.
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* 30,000,000 messages: 34 GB, including an ansdbcachesi ze of 16384.
Note:

1. Due torapid hardware evolution, please contact your ZephyrTel Mobile Messaging account manager
for an up-to-date hardware recommendation if you plan to extend your AMS capacity.

2. Store capacity of more than 6 million messages is currently supported on RHEL OS only and
requires Solid State Disks.

3.8 OS Related Settings

For RHELY the following settings are recommended:

3.8.1 Generic checks
Note: The user should login as r oot to apply these changes.

Before proceeding with the next optimization, you should first verify that the battery or capacitor
for the disk cache is working properly. To do so, execute the following command:

[ opt/ hp/ hpssacli /bl d/ hpssacli 'ctrl all show config detail' | egrep -i -e cache
-e battery

If the system is working correctly, the sample output should be as follows:

Cache Serial Nunber: PAAVPI D10330J4B
Wait for Cache Room Disabled

Cache Board Present: True

Cache Status: OK

Cache Ratio: 25% Read / 75% Wite
Drive Wite Cache: Disabled

Total Cache Size: 512 MB

Total Cache Menory Avail able: 400 MB
No-Battery Wite Cache: Disabled
Cache Backup Power Source: Batteries
Batt ery/ Capaci tor Count: 1

Battery/ Capacitor Status: OK

The parameters with bold output above indicate that the battery or capacitor is installed and it is
working correctly. In case you get a different output for the corresponding parameters, it means
that either the battery/capacitor is not installed or it is installed but not working correctly. It is
important that you resolve any battery or capacitor issues to prevent poor AMS performance.

3.8.2 AMS with SAS Disks
Note: The user should login as r oot to apply these changes.

1. First recommended change will be the increase of network buffers:

net.core. wrem default = 2097152
net. core. wrem_nmax = 2097152
net.core.rnemdefault = 2097152
net . core. rnem max = 2097152
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These settings can be changed with the following commands:

echo 2097152 > /proc/sys/ net/core/ wrem def aul t
echo 2097152 > /proc/sys/ net/core/ wrem nmax
echo 2097152 > /proc/sys/ net/core/ rnem def aul t
echo 2097152 > /proc/sys/ net/core/rmem mx

2. Ensure that 'noat i ne' and 'barri er =0 are set in the file system properties. This is particularly
important for the / dbansst or e and / dbansl og disk partitions.
Example:

LABEL=/data /data ext3 barrier=0,noatine 0 0
LABEL=/ dbansst ore /dbansstore ext3 barrier=0,noatine 0 0
LABEL=/ dbansl og / dbansl og ext3 barrier=0,noatine 0 0

Reboot the system.
Note: This change should not be applied to operating system related partitions.

3.8.3 AMS with SSD Disks

Note: These settings are supported on RHEL servers only.

1. / dbansst or e and / dbans| og disk partitions should be with ext4 fs

2. Change/ et c/ f st ab toensure that'noat i nme','barri er=0",dat a=wr i t eback'and conmi t =1
are set in the file system properties. This is particularly important for the / dbansst or e and
/ dbarrs| og disk partitions.

Example:

LABEL=/ dbansst ore /dbansstore ext4 barrier=0, noati ne, data=witeback, commt=1 0
0
LABEL=/ dbansl og / dbansl og ext4 barrier=0, noati ne, data=wri t eback, conmit=1 0 0

Reboot the system.
Note: This change should not be applied to operating system related partitions.

3. Verify that the "Estimated Life Remaining" of SSD disks should be at least 180 days.
To do so, execute the following command:

hpssacli ctrl slot=0 show ssdinfo detail | egrep -i -e 'Estimated Life Remaining'
-e ' Total' -e 'physicaldrive'

If the system is working correctly, the sample output should be as follows:

Total Solid State Drives with Warout Status: O
Total Smart Array Solid State Drives: 3
Total Solid State SAS Drives: 3
Total Solid State Drives: 3
physi cal drive 11:1:3
Esti mated Life Renmining based on workl oad to date: 16951 days
physicaldrive 11:1:4
Esti mated Life Renmi ning based on workload to date: 16195 days
physicaldrive 21:1:5
Esti mated Life Renmi ning based on workl oad to date: 11018 days

The parameters with bold output above indicate the estimated life remaining of each of the SSD
disks.
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4. Addto/etc/sysctl.conf:

# Change SCTP heartbeat interval to 1 second
net.sctp. hb_interval = 1000

net. core. rmem max=8388608

net. core. wrem nax=8388608

net . core. rmemdefaul t=1310710

net. core. wrem def aul t =1310710

#VM Tuni ng
vm dirty_expire_centi secs=200
vmdirty witeback_centi secs=100

5. For faster AMS startup, execute following command:
bl ockdev --setra 32768 /dev/sdb

3.9 Configuration for High Capacity

For the complete details about how to configure the SSD disks, please refer to the ZMM Installation
Manual for RHEL? chapter "Configure AMS for High Capacity".

3.9.1 Change the common_confi g File

The following settings can be applied to achieve a better performance:

amsnunber of repl i cas="1"

anmsmast er st or aget ype="nonvol ati | e"
ansr epl i cast or aget ype="nonvol atil e"
anmsst at usupdat ermast er =" al ways"
amsst at usupdat er epl i ca="never"
anmsdef aul tval i di ty="720"
amsmaxi munval i di ty="720"
anmsdbst or ageengi ne="hash"
amsdbw i t epause="30"
amsdbmaxsequenti al wites="16"
anmsdbcachesi ze="16384"
anmsdbcheckpoi nt si ze="9500000"
amsdbcheckpoi nt ti me="1800"
amsmaxdel i veryr at e=" 1500"
amsmaxnunber of nessages="25000000"

Note:
1. amsmaxnunber of messages must be set to max AMS messages.

2. ansmaxdel i veryr at e must be set as per the customer network.

3. The above settings are applicable for RHEL servers only. A capacity of more than 6 million is
supported on RHEL only.
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4.1 Introduction

The AMS provides store-and-forward functionality in an SMS network. The AMS is a high-speed
storage medium for SMS messages that provides an intelligent mechanism to deliver messages to their

destinations.

A0/MO Message i >5tal:istics
messages Dispatcher ] Log files

]

[ HHH |

Message T AT/MT

."ESﬁ"a"'f““P Delivegry — > messages
information Scheduler [ i ] (delivery
attempts)

Delivery
Schedules

Figure 3: Message dispatcher and delivery scheduler

As depicted above, the AMS message dispatcher handles incoming application-originated (AO) and
mobile-originated (MO) traffic. The message dispatcher is responsible for placing messages in the
proper message queues, based on the defined queue settings. RTRs may overrule the message
dispatcher’s queue choice by indicating a specific queue for a message.

Once a message is in the queue, the message delivery scheduler monitors it. The message delivery
scheduler is responsible for delivering a message at a specific time, based on the active delivery
schedule for that message.

Note: Each message queue always has one delivery scheme attached to it, which may be altered based
on the destination information.

The AMS delivers application-terminated (AT) and mobile-terminated (MT) messages via a RTR.

Optionally, the message delivery scheduler can also adapt the delivery schedule for a message; for
example, if the message destination is temporarily not available. This process is depicted in the diagram
above in flow 2 (destination information).
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4.2 AMS Feature Summary

The AMS provides the following features:

Reliable high-capacity message storage - A single-end AMS node can store up to 1 or 40 million
SMS messages, depending on the hardware configuration.

Multiple message interfaces - The AMS can accept SMS traffic from RTRs directed toward the
mobile network and directed toward the application interface via the HUB (using SMPP, UCP, and
CIMD2). For system management and statistics, the SNMP interface is available.

True message prioritisation - The AMS allows the definition of priority queues for messages that
will always be delivered before any other messages. It also allows definition of low-priority queues
for messages that will be delivered in the background when there is capacity available (always
after any higher priority messages).

For example, a high-priority queue can be defined for an emergency message application, stock
information, or premium customers. The “season’s greetings” messages can be set to low priority.

Prioritized throughput control - In a peak traffic situation, the AMS will dynamically give high
priority to the acceptance of incoming messages and will scale down replication and, eventually,
the delivery rate.

Multiple queues - The AMS includes automatically generated queues for standard traffic and
operator-defined message queues that require specific delivery schemes, queue size, or priorities.
Flexible delivery schemes - Whereas a traditional SMSC only allows one retry scheme for standard
traffic, the AMS allows for differentiation among delivery schemes based on the queue that the
messages are in. This functionality allows assignment of a specific retry scheme to be used for
certain subscriber groups, specific date and time periods, and so on.

Optimized delivery - Error-dependent delivery schemes take network errors into account. These
schemes are especially important during busy hours when people are sending many messages to
one another at a specific date and time.

Real-time queue viewing - The Queue Query tool is delivered with the AMS as part of the Manager.
The Queue Viewer provides real-time insight in the current status of the queue, including how
many messages are in the queue, the average amount of deliveries, and average message details.
Queue management - Queue content can be monitored and managed by purging messages for a
specific destination, reassigning priorities, and adding or removing queues. Queues can also be
queried to inspect waiting messages for a specific subscriber, which is typically used for Customer
Care purposes. Alternatively, an XML interface is also available for a Customer Care application
to directly query and manipulate message queue content, such as to view which message are
waiting for delivery.

Detailed statistics - As with all ZephyrTel Mobile Messaging products, the AMS provides an
abundance of statistical counters that are made real-time available via SNMP or via the Web-based
graphical Statistics Viewer (STV).

Parallel AT deliveries - It is now possible to configure applications based on the submitted service
type. The AMS enables the enhanced parallel delivery method for such applications, if the "ser vi ce
t ype" matches the one in the notification. This will initiate the configurable amount of initial
deliveries. The rate of injecting new message is also configurable. The feature is applicable to both
AT delivery in case of AO-ST-AT and AT notification in case of AO-ST-MT, AO-MT and AO-ST-AT.
This feature is only applicable to SMPP protocol. Refer to section amsparalleldelivery Entity for more
details.
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AT Extrusion feature uses the recipient address in the incoming message as the recipient address
to create the recipient queue. Therefore, if this feature is enabled, multiple messages with different
recipients in the incoming message, but directed to the same terminating application, will have
different queues instead of a single queue for the same configured terminating application. This
feature is only applicable when AT parallel delivery is enabled.

AT Extrusion reuse last interval feature is an extension of the AT Extrusion feature. This feature
reuse the last configured interval until the message reaches its validity period. This feature is only
applicable when the amsatextrusion is enabled. Refer to the semi-static parameter
amsatextrusionreuselastinterval to enable the feature.

4.3 Routing Paths

The AMS provides reliable and persistent store-and-forward functionality for SMS messages. The
message flow can be controlled in the RTR by defining the appropriate routing rules to enforce specific
routing paths for a message. The diagram below illustrates the concept of the RTR’s MO/AO routing
engine, which defines filters and parameters used and the actual routing path.

Message mobile station (MO)

Source

r
application (AD)
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anti-spoofing
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Message Channel  Destination
Conditions  Conditions  Conditions
Sender=X  Throughput<=N M5 available
I . message feld
Modifiers Setﬁngs
I - -
Channel Parameters P01
throughput,
l weight
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Destination Parameters timing settings

Figure 4: AMS rule context
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4.4 Message Flow

When a routing rule instructs the RTR to route a message to the AMS, the following steps are taken:

1.

4.

The RTR selects the appropriate AMS node as the Master (the AMS node primarily responsible for
performing delivery attempts for that message) based on the recipient and/or originator address
for MT or AT messages.

The RTR forwards the message to the AMS (over SCTP)

After the AMS confirms the successful storage action, the message is acknowledged toward the
originator (optionally indicating the assigned unique time stamp)

The AMS replicates the message for reliability purposes (once or multiple times)

Now the message is stored safely in the AMS, and message delivery according to the defined or selected
delivery schemes begins:

1.
2.

=

6.

The AMS performs one or more delivery attempts according to the corresponding delivery scheme

These delivery attempts are routed via the RTR toward the message’s destination (either a mobile
station or an application)

If the delivery is successful, the AMS triggers a notification or status report (when requested)
The old replicas of the messages are purged from all AMS nodes

The RTR creates a CDR upon successful delivery (or upon final attempt) and the message is removed
from the delivery queues

All statistical counters are updated accordingly

The AMS continuously determines whether queued messages should be scheduled for delivery.

4.5 Message Queues and Delivery Schemes

The AMS provides a queue-based storage system. Each incoming SMS message is assigned a message
queue, and the message will be delivered according to the delivery schedule that is attached to that
queue. Delivery schedules are defined separately and can be set to any number of delivery attempts
with variable delivery intervals.

ff’ I
Delivery (\‘] j environment?

Message
Schemes \ information ;

Queues

|

Figure 5: Delivery schedule
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Message queues are defined system-wide and are distributed across all available AMS nodes in the
system. As the diagram above illustrates, each message queue always has a delivery scheme attached
toit.

Note: A service centre alert or application alert message for a certain recipient causes an immediate
delivery attempt for this recipient.

4.6 Notifications and Status Reports

The AMS can trigger a status report (for MO messages) or a notification (for AO messages), if the
originator requests. The RTR will generate the applicable status report or notification when the AMS
triggers it.

The following notifications are supported:

¢ Buffered—Indicates that the message was successfully stored in the AMS

* Delivered—Indicates that the message was successfully delivered to its destination (typically a
Mobile Station or an application)

* Deleted—Indicates that the message was deleted or blocked

* Expired—Indicates that the message validity period has expired and the message has been deleted
from the AMS systems

If the delivery of the status report or notification fails, it is queued in the AMS for later delivery. Status
reports and notifications are stored in the applicable queue just like regular messages.

Note: In the case of concatenated messages, status reports and notifications could be generated for
each message segment.

Note: The RTR can generate MAP Phase 2 status reports or Phase 1 status reports if requested using
configured scan tags.

4.7 Enhanced Character Conversion

4.7.1 Introduction

The Enhanced Character Conversion functionality allows applying customer specific coding rules on
stored messages. The conversion can be applied both on single messages and concatenated messages.
It therefore relies on the later described in the In-Sequence Message Delivery feature. Single messages
could be extended to concatenated and concatenated could increase the amount of segments. A
converted message with more than 1 segments will always get the 8-bit concatenated info in the UDH
with IEIE 0x0.

4.7.2 Triggering Conversion
The conversion is triggered in case all of the following pre-requisites:

* A queue needs to be assigned to a proper Unicode Character Conversion table. See MGR OM for
more information.
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¢ It applies only to specific DCS values (UCS2 like). See the RTR OM for the full list of DCS values.
¢ The UserDataHeader may only contain IEI 0x0 (concatenated 8-bit) or IEI 0x8 (concatenated 16-bit).
* A conversion could lead to the same message text. If that is the case, nothing is converted.

4.7.3 UDH Concat 16-bit to 8-bit Conversion

This feature is upon special request of the customer and enabled by the Enhanced Character Conversion
feature (thus CharacterMap defined in queue). It will translate the UDH with IEI 0x8 (16-bit
concatenated) into a an IEI 0x0. The high byte of the message reference is dropped. A converted
message will always have

This UDH conversion is only triggered in case all if the following pre-requisites:

* A queue needs to be assigned to a proper Unicode Character Conversion table. See MGR OM for
more information.

* The UserDataHeader has only IEI 0x8 (16-bit concatenated).

4.7.4 Unsplit Surrogate Pairs

Existing behavior of UCC conversion may separate the pairs into 2 segments by fully using the space
in the segment. This leads to issues in certain handsets (android phones where the software version
is less than 6.0) from not being able to display messages when multi Unicode characters/surrogate
pairs are split into 2 segments.

This feature prevents certain Unicode characters (surrogate pairs and multi-Unicode characters) on
the SMSC from splitting into 2 segments of a concatenated message, thus this feature will move the
whole pair of Unicode characters to one of the segments. Consequently, the whole surrogate pair is
unsplit.

This feature, "Unsplit Surrogate Pairs", is license controlled and configured on the AMS and the MGR.

It also allows configuration of multiple Unicode characters using the pairedunicodecharlist semi-static
parameter. For example, multiple Unicode characters, 0x0023 0x20E3.

For more information about configuring this feature, refer to the MGR Operator Manual (Section 8.3
Configuring Message Queues, Step 13).

The following points should be considered for this feature:

¢ Adjustment regardless of the value of entries of UCC: Segments boundary adjustment is executed
regardless of UCC entries values when a surrogate pair character is split into two consecutive
segments. This means that even if Emoji Conversion is not executed, this adjustment shall be
executed.

* Consecutive segment not received: When the former of a split surrogate pair is received, but the
latter of it is not received (and vice versa), a part of a surrogate pair remains split as it is.

* If"UCC conversion" and this feature are enabled the result will be free of split surrogate character
pairs.

* Pre-requisites of this feature are the same as those mentioned in Triggering Conversion.
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4.7.5 Unique Service Center Timestamps for Additional Segments

If the AMS applies the enhanced character conversion to a single or concatenated message and generates
additional segments, the unique service center timestamp shall be maintained while delivering the
additional segments.

This section presents the explanations and limitations of maintaining the unique service center
timestamps for additional segments:

o If AMS receives the messages from the RTR for submission, either as a single message or
concatenated messages, and the enhanced character conversion is applicable for the received
messages, then the AMS will reserve the next few unique service center timestamp (i.e. sc_timestamp)
for the additional segments.

* The reservation of few unique 'sc_timestamp' is based on either 'total no. segments' or 'single
message', which tells the AMS that how many next 'sc_timestamp' need to be reserved.

¢ If the message is single and the enhanced character conversion is applicable, then next 4 (i.e. 4 x
single message) unique sc_timestamp shall be reserved for the additional segments.

> RTR AMS »
Msgl Msgl
i Seg2 |

10:00:00
10:00:01 }TP-SCTS

10:00:05

Figure 6: Unique Timestamp when Single Message Is Converted into 2 Segments

In the above figure, 4 unique sc_timestamp (i.e. 10:00:01 - 10:00:04) will be reserved. The timestamp
10:00:01 will be used for one additional segment and the rest of the reserved timestamps will be
released when the message gets successful/ permanent failure /expired before receiving the second
message (i.e. Msg?2), Otherwise, the timestamp range 10:00:02 - 10:00:04 will never be used.

¢ If all segments of the concatenated messages are received within the configured timeout for the
AMS message queue and the enhance character conversion is applicable, then the next 4 X no. of
segment’ unique sc_timestamp shall be reserved for the additional segments.

For example, if the number of segment is 2, the next 8 (i.e. 4 x 2 segments) unique sc_timestamp
shall be reserved for the additional segments.

» RTR AMS »

Msgl Msgl Msgl Msgl Msgl
[ Msg2 }{ Seg2 ][ Segl ] [ Msg2 ] Seg3 | Seg2 Segl

10:00:00
10:00:01 }TP—SCTS

10:00:02
10:00:10

Figure 7: Unique Timestamp when 2 Segments Concatenated Message Is Converted into 3
Segments

In the above figure, 8 unique sc_timestamp (i.e. 10:00:02 - 10:00:09) will be reserved. 10:00:02 will
be used for one additional segment and the rest of the reserved timestamp will be released when
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the message gets successful/permanent failure/expired before receiving the second message (i.e.
Msg?2). Otherwise, the timestamp range 10:00:03 - 10:00:09 will never be used.

Note: The character conversion will not be applicable if all segments are not received within the
configured time for the AMS message queue.

* The semi-static parameter ansmedi at edser vi cecentr et i nest anpsenabl ed must be set to
'true’ on RTR to maintain the unique sc_timestamp generation.

* The sc_timestamp for additional segments will be one higher than the current highest timestamp
stored for that recipient.

* Another message to the same recipient will not disrupt the processes and uniqueness of
sc_timestamp.

¢ While encoding the sc_timestamp for the additional segments over MXP interface for delivery,
AMS shall use the reserved unique sc_timestamp and assign the same for the additional segments.

Note: Make sure that sc_timestmp for the stored (i.e. original) message should not be changed.
Please refer to Figure 7: Unique Timestamp when 2 Segments Concatenated Message Is Converted into 3
Segments .

* When the AMS has delivered all converted messages (i.e. original + additional) and realized that
some of the reserved sc_timestamps are unused, and there are no extra messages present in the
AMS for this recipient after this just converted message, only then it will set the next 'sc_timestamp'
to the 1 higher of the highest just transmitted sc_timestamp or to the current time whichever is
higher.

Note: While reducing the timestamp make sure that it will not create a duplicate sc_timestamp
(uniqueness of sc_timestamp must be maintained).

Limitations:

* There is a possibility that some of the reserved timestamps are lost and will never be recovered.
Please refer to Figure 7: Unique Timestamp when 2 Segments Concatenated Message Is Converted into 3
Segments and its explanation.

¢ Thereserved timestamp can be lost on the AMS restart since this reserved timestamp is maintained
in the 'Recipient buffer' (i.e. in memory) not in the Databases. To prevent issues after AMS restart,

it sets the next_sc_timestamp for the recipient as well. Reserved timestamp is recalculated when
AMS rereads the database.

4.8 In-Sequence Message Delivery

The In-Sequence Message Delivery will only be used in conjunction with the Enhanced Message
Conversion functionality because the AMS needs to have the full concatenated message information
before it can do any conversion.

The In-Sequence Message delivery will allow the AMS to deliver messages from the same originator
to a single recipient (that is, concatenated messages) in sequence, provided these messages are stored
in the same queue. The AMS guarantees that the concatenated messages are delivered in the correct
order toward the destination mobile-station(MS) or application.

Because the AMS provides true message prioritization, high priority messages always have precedence
over low priority messages; this is also true for concatenated messages.
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4.8.1 Concatenated In-Sequence Message Delivery

To further increase the message delivery success rate for concatenated messages, the AMS provides
functionality to ensure in-sequence delivery of concatenated messages with a minimum delay in
between.

The Character Conversion Map and Concat In-Sequence Delivery Timeout settings in the MGR
control this behavior:

* When the character conversion map is chosen then the In-Sequence Delivery Timeout has to be set
to a non-zero value. The default value will be 15, which means the next segment has to be received
within 15 seconds. Otherwise, the already received message will be processed as a single message.

* Non concatenated messages will always be handled as single messages.

* When disabled, the AMS simulates regular SMSC behavior. This is the default setting.

4.8.2 Recommendations

The following practices are recommended when using in-sequence message delivery:

* Make all segments of the concatenated message use the same message queue to ensure in-sequence
and uninterrupted delivery of concatenated messages.

* Inthe RTR, configure a routing rule that first stores messages in the AMS, then performs a delivery
attempt. This will ensure that the AMS receives all segments of a concatenated message before it
begins delivery of the first segment of the message.

4.9 Message Distribution

To achieve an approximately equal load on all AMS nodes, the RTRs will evenly distribute messages
across all available AMS nodes.

The distribution of MT messages is based on the recipient address, to enable assignment of unambiguous
timestamps. All RTRs use the same distribution scheme, which ensures that each message for a certain
recipient is stored in a particular AMS node, independent of the RTR handling that message.

The distribution of AT messages is based on both originator address and recipient address.

Maximum Number of Store Request per Second

The maximum number of store request messages that a (set of) RTR(s) may send per second to a (set
of) AMS(s) is configured on the RTR using the semi-static maxst or er equest sper second attribute
(refer to RTR Operator Manual). Setting this threshold helps preventing the RTR(s) from flooding
AMSs with messages to be stored. This only works reliably if all RTRs have this attribute set to the
same value.

Example: Assume that there are 2 RTRs and 2 AMSs, and that the maxst or er equest sper second
attribute is set to 500. Then, each of the two RTRs is restricted to distribute 250 SMs per second over
the two AMSs. If one AMS goes down, each RTR will send all 250 SMs to the remaining AMS.
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4.10 Message Validity and Expiry

The AMS assigns a unique timestamp to messages that it accepts. As of the first intended delivery
attempt, the AMS assigns the appropriate validity period to the message.

The validity period can be based on:
¢ For MO messages:

* Specified in number of hours
* Specified to use the AMS maximum validity period

¢ For AO messages:

* Specified in an absolute date and time
* Not specified, resulting in the AMS default validity period

The AMS will schedule delivery attempts for the accepted messages according to the appropriate
delivery scheme. If the message is not yet successfully delivered after the validity period expires, the
AMS will delete the message. The RTR will then generate a CDR and a status report or notification (if
one has been requested for this message).

The default validity period and the maximum validity period are configurable parameters in AMS,
within the range of 1 to 2232 hours (equal to 3 months).

Note: If the single shot indicator is set for a message, it expires after the first delivery attempt.

4.11 Message Expiry on Completion of Delivery Intervals

Normally the AMS considers a message as expired once all delivery intervals configured for the
relevant delivery scheme have been completed, even if the message validity period has not yet elapsed.
All such messages are removed from the AMS immediately, without any further retries.

However, the AMS now also allows a configurable option to prevent messages from getting expired
on completion of delivery intervals. If the necessary configuration parameter (Retain up to Validity)
is enabled for a delivery scheme, then all messages following that scheme will be retained in their
respective delivery queues once all configured delivery intervals have been used up. In such a case
the retained messages will not expire until their respective validity periods get elapsed or the number
of delivery attempts exceeds the configured maximum number of attempts for the delivery scheme.

When all messages for a given recipient are retained in the delivery queue, the AMS will not attempt
any further periodic retries for such messages (since no delivery intervals are left) but will wait until
the message having the earliest validity period expires. However, in case a new/replaced message
becomes available for the same recipient (in the same queue) or an alert is received for the same
recipient in the meantime, then the AMS will trigger a delivery attempt for the first available retained
message.

Refer to Delivery Scheme and Message Retention for more details. For information about configuring
delivery schemes, refer to the MGR Operator Manual.
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4.12 Deferred Message Delivery
Messages can be submitted to AMS with an indication to defer the first delivery attempt. Depending
on the properties of the interface used to submit the message, the defer period can be based on:

* MO messages—Specified in number of hours using configured scan tags (relative to the receipt of
the message)

* AO messages—Specified in an absolute or relative date and time

The validity period of a deferred message starts at the scheduled time of the first delivery attempt.
The deferred delivery time must be within the:

* Message's validity period, and
* AMS's maximum deferred delivery time (ansnmaxi nundef er r eddel i very)

Otherwise, the message is rejected.

Note: The routing path applied to deferred delivery messages should not include a first delivery
attempt (FDA) performed by the RTR.

4.13 Prioritised Throughput Control

In peak traffic situations, the AMS dynamically gives high priority to the acceptance of incoming
messages. These are handled immediately, while message delivery and replication are throttled to
ensure that as many incoming messages as possible can be accepted (i.e. received from RTR and stored
in the database).

Priority is as follows:

1. Acceptance
2. Delivery
3. Replication

Note: The message delivery and replication rates are always subject to configured upper limits, as
specified by the parameters ansmaxdel i ver yr at e and ansnmaxr epl i cati onr at e.
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5.1 Introduction

The AMS is designed to be highly reliable and to never lose a message once it is positively
acknowledged.

AMS reliability is optimized by:

* Transactional database capabilities to ensure persistent storage and integrity

* Acknowledgement toward the RTR after commit to disk

¢ AMS node redundancy and failover (a minimum configuration should consist of two nodes)
* Message replication, as every message is replicated to a configured replica on another node
¢ Database checkpoints and log records to rebuild the database and queues after restart

* Checksum verification on message replication

Furthermore, the AMS is designed to gracefully handle contingency situations that pertain to related
network elements, the related network, the AMS hardware platform, or any related software component.

5.2 Message Replication

The AMS uses a replication mechanism to achieve a very high and scalable redundancy. The RTRs
distribute messages and Icache records equally across the available AMS nodes. An incoming message
is stored on the receiving AMS node (the master) and in N other AMS nodes (the replica(s)). The
number N can be defined by the operator and determines the grade of redundancy required; typically
N will be 1, meaning one backup of each message. The master AMS node is responsible for assigning
the message an identifier and forwarding it to the replica(s).

Note: The AMS instance(s) to which a message or Icache record would be replicated is determined
independently for each message or record, when it is first stored in the master AMS database. Hence
in case one or more AMS instances become unavailable, new messages or Icache records that are
subsequently stored in the master AMS may be replicated to different AMS instance(s) as compared
to the existing messages or records (which were stored previously).

In an environment where the AMS is being used as both a message store and an Icache (transaction
store), the AMS will not replicate messages or Icache records between incompatible nodes. For example,
if AMS-1 is only a message store and AMS-2 is only an Icache, records will not be replicated between
them. However, if AMS-1 and AMS-2 are both message stores and Icaches, records will be replicated
between them.

This example illustrates the typical configuration of two AMS nodes with three system-wide message
queues (queue 1, 2 and 3). Each AMS node serves as both master and replica for different queues:
AMS-1 is master (M) for queue 1 and queue 2 and replica (R) for queue 3.

Note: A queue will never be just a master or just a replica. A queue will contain both master and
replica messages, depending on which AMS the RTR chooses for a specific message.
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Figure 8: Sample AMS configuration with two nodes

If a replica node is temporarily unavailable, the message will be replicated to it when the node becomes
available again (delayed replication). The delayed replication functionality also supports concatenated
messages.

If more than two AMS nodes are present, the AMS system can be configured to store multiple replicas
of the same message for additional redundancy (if the operator requires it).

5.2.1 Message Replication in different types of AMS Deployment
AMS can be deployed in a network/site in the following ways:

¢ Standalone Deployment, i.e. Single instance of AMS running on each physical server.
* Multi-instanced Deployment, i.e. Multiple instances of AMS running on each physical server.

* VM-based Deployment, i.e. Single instance of AMS running on a VM, with multiple VMs running
on each physical server.

Note: For Multi-instanced or VM-based deployments, it is recommended that the same number of
AMS instances/VMs with mutually compatible capabilities are installed on each physical server.

AMS Replication algorithm is designed to ensure that an AMS instance and any of its replicas are not
co-located on the same physical server. Moreover, since no AMS instance can ever be its own replica,
replication is not performed at all in case only a single AMS instance is available.

Note that the software also attempts to assign the replicas in such a manner that each AMS instance
receives replication traffic from the same number of other AMS instances. However, it is still possible
that under certain scenarios a given AMS instance may end up serving as the replica for more number
of AMS instances (as compared to its peers); this is referred to as an "overloaded replica". Such a
scenario is more likely to occur when:

¢ Thereis a “mixed” deployment configuration, e.g. some AMS instances running on VM and some
others running directly on physical server(s).

¢ The capabilities of the deployed AMS instances are not mutually compatible.
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¢ The number of AMS instances/VMs on each physical server are different.

The following sections explain the replication mechanism for each of the deployment scenarios
mentioned above.

5.2.2 Replication for Standalone Deployment

In this scenario, single instance of AMS is running on a physical server.

Replication algorithm is as follows:

1.
2.

4.

AMS list is sorted based on Host-ID of the AMS node.

Each AMS replicates to the AMS running on next Host-ID in the sorted list. If the target AMS is
down (temporarily unavailable) then the next AMS in the sorted list is selected, if it exists.

If the configured Number of Replicas is more than 1, then repeat step 2 till either the requisite
number of replicas are selected or no more physical servers are left.

If no other physical server exists (after step 2), then replication will not happen.

Note: Do not set ans Pr opPhy Ser ver | d for this scenario; otherwise replication behavior might get
impacted.

Example:

Consider the following scenario where there are four physical servers each running one AMS:

Physical Server 1, Host ID A, AMSID 1
Physical Server 2, Host ID B, AMS ID 3

¢ Physical Server 3, Host ID C, AMS ID 2
¢ Physical Server 4, Host ID D, AMS ID 4

Physical Server 1 Physical Server 2
Host-1D A Host-1D B
AMEID 1 AMEID 3

—

— 4

Physical Server 3 Physical Server 4

Host-1D C Host-1D D

AMSID 2 AME D4

—___-______'—‘—\—-

!

Figure 9: Standalone AMS Replication (Number of Replicas =1)

If the number of Replicas is configured as '1', the replication logic in this case will be as follows:
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* To calculate replica, AMS list is sorted based on Host-ID:

A:AMSID1
B: AMSID 3
C:AMSID 2
D: AMSID 4

* Replication will be:

¢ AMSID 1 will replicate to AMS ID 3
¢ AMS ID 3 will replicate to AMS ID 2
e AMSID 2 will replicate to AMS ID 4
e AMSID 4 will replicate to AMS ID 1

Note: Each AMS will be replica of one AMS.

Physical Server 1 Physical Server 2
Host-1D A Host-1D B

AMS D1 AMSID3

/BT

Physical Server 3

Physical Serverjd
Host-1D € Host-ID D

\r::

Sy

x Server Down

0 Stop Replication (for new messages)

Figure 10: Standalone AMS Replication (Number of Replicas=1) when one AMS is down

e If AMSID 2 goes down, then replication will be:

e AMSID 1 will replicate to AMS ID 3
e AMSID 3 will replicate to AMS ID 4
¢ AMSID 4 will replicate to AMSID 1
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Note: AMS ID 4 will act as active replica for AMSID 2 and will take over the responsibility of delivering
all messages on behalf of the failed instance as well as updating the database.

¢ When AMS ID 2 comes up again, the initial replication pattern will get restored:

Physical Server 1

AMS ID 1 will replicate to AMS ID 3
AMS ID 3 will replicate to AMS ID 2
AMS ID 2 will replicate to AMS ID 4
AMS ID 4 will replicate to AMS ID 1

Physical Server 2

Host-1D A Host-10 B
Pr— AMSID 3
—

—4

Physicalfserver 3

S =

Physical Ferver|

HosgID C HostHD D
amdio 2 AMAID 4
[—

—__-'-‘-‘—I—______.

Figure 11: Standalone AMS Replication (Number of Replicas=2)

l

As a further example, consider the following replication logic when the number of Replicas is configured

as 2"

* AMS list will be sorted based on Host-id (identical to the previous case with number of Replicas
=1).
* Replication will be:

Note:

AMS ID 1 will replicate to AMS ID 3 and AMS ID 2
AMS ID 3 will replicate to AMS ID 2 and AMS ID 4
AMS ID 2 will replicate to AMS ID 4 and AMSID 1
AMS ID 4 will replicate to AMSID 1 and AMSID 3

Each AMS will be replica of two other AMS.
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Figure 12: Standalone AMS Replication (Number of Replicas=2) when one AMS is down
e If AMSID 2 goes down, then replication will be:

e AMSID 1 will replicate to AMS ID 3 and AMS ID 4
e AMSID 3 will replicate to AMS ID 4 and AMSID 1
* AMSID 4 will replicate to AMS ID 1 and AMS ID 3
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Figure 13: Standalone AMS Replication (Number of Replicas=2) when two AMS are down

¢ If, on the other hand, both AMSID 1 and AMSID 2 go down then the remaining two AMS instances
(i.e. AMS ID 3 and AMS ID 4 in this case) will replicate to each other.

Note: If two AMS instances (physical servers) out of four go down at the same time, then the
remaining two AMS instances would not be able to support dual replication (even if the number
of Replicas is configured as ‘2’) because the requisite number of active AMS instances would no
longer be available.

* When the AMS instances (physical servers) that had gone down come up again, the initial replication
pattern will get restored:

e AMSID 1 will replicate to AMS ID 3 and AMS ID 2
e AMSID 3 will replicate to AMS ID 2 and AMSID 4
* AMSID 2 will replicate to AMS ID 4 and AMSID 1
e AMSID 4 will replicate to AMS ID 1 and AMS ID 3
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5.2.3 Replication for Multi-instanced Deployment

In a multi-instance setup, multiple AMS instances might be running on same physical server host.
The AMS replication mechanism is essentially intended to provide high availability in the case of host
node failure.

Replication algorithm is as follows:

1. AMS list is sorted based on Host-ID of the AMS node, and for each Host-ID a sorted sub-list is
maintained based on AMS ID (of each instance).

2. Each AMS instance replicates to the corresponding AMS instance running on next Host-ID in the
sorted list and located at the same index in sorted sub-list of AMS ID.

3. If the target AMS instance is either down (temporarily unavailable) or does not exist (due to an
unequal distribution of AMS instances on different nodes) and
‘ansover | oadal | owedf orrepl i cati on’is FALSE, again repeat step 2 if there are more physical
servers.

4. If the target AMS instance is down (temporarily unavailable) and
‘ansover | oadal | owedf orrepl i cati on’is TRUE, then the AMS instance at the next index
location in the sorted AMS ID sub-list is selected. However, this will lead to overload on the selected
AMS instance.

5. On the other hand, if the target AMS instance does not exist (due to an unequal distribution of
AMS instances on different nodes) and ‘ansover | oadal | owedf orrepl i cati on’is TRUE, then
the AMS instance at the first index location in the sorted AMS ID sub-list is selected. Note that this
will also lead to overload on the first AMS instance.

6. If no other physical server exists (after step 3), then replication will not happen.

7. If the configured number of Replicas is more than 1 then repeat steps 2-6 (as applicable), till either
the requisite number of replicas are selected or no more physical servers are left.

Note: Do not set ans Pr opPhy Ser ver | d for this scenario; otherwise replication behavior might get
impacted.

Replication is always attempted on the AMS instance running on the next Host-ID and located at the
same index in sorted AMS ID sub-list as the Master AMS instance. If one or more AMS instances are
down then varying number of instances will be available on different physical servers and so replication
of some instances might not happen. To overcome this scenario, a semi-static parameter

‘amsover | oadal | owedf orreplication'issupported for AMS.

If the 'ansover | oadal | owedf orrepl i cati on' parameter is set to "true" (default value is "false")
then the replication algorithm will select the next AMS instance in the sorted sub-list of AMS IDs, in
case the AMS instance located at the same index as the master AMS instance and on the next Host-ID
is down. However, in case there is no AMS instance located at the same index as the master AMS
instance and on the next Host-ID, and if the 'anmsover | oadal | owedf or r epl i cat i on' parameter
is set to "true", then the replication algorithm will select the first AMS instance in the sorted sub-list
of AMS IDs.

Note: In case the configured number of replicas (N) is more than 1, then the replication algorithm
ensures that no two replicas of the same master AMS instance are co-located on the same physical
server. Hence if the number of physical servers is less than N+1 then replication cannot be performed
for the configured number of replicas.

Example:

Consider the following scenario where there are two physical servers, each running three instances
of AMS:
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e Physical Server 1, Host ID A, AMSID 1, AMS ID 3, AMS ID 5
¢ Physical Server 2, Host ID B, AMS ID 2, AMS ID 4, AMS ID 6

Considering the number of Replicas as '1', the replication logic in this case will be as follows:

¢ To calculate replica, AMS list is sorted based on Host-ID and within one Host-ID it is sorted based
on AMS ID

A: AMSID 1, AMSID 3, AMSID 5
B: AMSID 2, AMSID 4, AMSID 6

¢ Each AMS instance replicates to the corresponding AMS instance running on next Host-ID in the
list and at the same index in sorted sub-list of AMS ID. Hence replication will be:

e AMSID 1 will replicate to AMS ID 2
e AMSID 3 will replicate to AMS ID 4
¢ AMSID 5 will replicate to AMS ID 6
e AMSID 2 will replicate to AMS ID 1
e AMSID 4 will replicate to AMS ID 3
e AMSID 6 will replicate to AMS ID 5
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Figure 14: Multi-Instanced AMS Replication (Number of Replicas=1) when one AMS instance
is down and overload is not allowed

e If AMSID 6 is down, then replication will be:

¢ AMSID 1 will replicate to AMS ID 2
¢ AMSID 3 will replicate to AMS ID 4
e AMSID 5 will NOT replicate

e AMSID 2 will replicate to AMS ID 1
e AMSID 4 will replicate to AMS ID 3

Note: In the above example, it has been assumed that the value of the
‘amsover | oadal | owedf orrepl i cati on’ parameter is FALSE.
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Figure 15: Multi-Instanced AMS Replication (Number of Replicas=1) when one AMS instance is
down and overload is allowed

If AMSID 6 is down and ‘ansover | oadal | owedf orrepl i cati on”is TRUE, then replication will
be:

e AMSID 1 will replicate to AMS ID 2
e AMSID 3 will replicate to AMS ID 4
e AMSID 5 will replicate to AMS ID 2
e AMSID 2 will replicate to AMS ID 1
e AMSID 4 will replicate to AMS ID 3

Note: AMS ID 2 is overloaded in this case as both AMS 1 and AMS 5 are replicating to it.
When AMS ID 6 comes up again, the initial replication pattern will get restored:

e AMSID 1 will replicate to AMS ID 2
e AMSID 3 will replicate to AMS ID 4
e AMSID 5 will replicate to AMS ID 6
e AMSID 2 will replicate to AMS ID 1
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e AMSID 4 will replicate to AMS ID 3
e AMSID 6 will replicate to AMS ID 5

5.2.4 Replication for VM-based Deployment

In this deployment scenario, multiple VMs run on the same physical server and on each VM one
instance of AMS is installed. It is recommended that the number of AMS instances (VMs) on each
physical server should be same and their capabilities should be compatible. In addition, the Physical
Server ID (semi-static parameter ansphyser ver i d in host-specific configuration file) must be set for
all AMS instances running on VMs. The Physical Server ID should be same for all AMS instances on
VM on same physical server. Valid values of Physical Server ID are in the range of 1-255.

Note: Similar to a multi-instanced deployment, in the case of VM-based deployment also if the
configured number of replicas (N) is more than 1, then the replication algorithm ensures that no two
replicas of the same master AMS instance are hosted on VMs that are co-located on the same physical
server. Hence if the number of physical servers is less than N+1 then replication cannot be performed
for the configured number of replicas.

Replication algorithm is as follows:

1. AMS list is sorted based on Physical Server ID and Host-ID (of each VM). For each Physical Server
ID, there is a sorted sub-list of Host-ID.

2. Each AMS instance checks the following by its Physical Server ID:

a. ifitis running ona VM;
b. how many "peer" AMS instances are available on its physical server;
c. its own relative position (offset) among its peers on the same physical server.

3. Each AMS instance will try to replicate to the corresponding AMS instance running on the next
physical server and having the same relative position among its peers.

4. Ifansover| oadal | owedf orrepli cati on is false and the target AMS instance (or its VM) is
either down (temporarily unavailable) or does not exist (due to an unequal distribution of AMS
instances/VMs on different nodes), then this physical server is skipped and replication is targeted
at the next physical server (if it exists).

5. Ifansover| oadal | owedf orrepli cati on is true and the target AMS instance (or its VM) is
down (temporarily unavailable) then replication is targeted at the AMS instance located at the next
offset position relative to the old target AMS, on the same physical server.

6. Ontheother hand,ifansover| oadal | owedf orrepl i cati onis true and the target AMS instance
(or its VM) does not exist (due to an unequal distribution of AMS instances/VMs on different
nodes), then replication is targeted at an AMS instance whose relative position is calculated by
adjusting the offset of the original target AMS with respect to the total number of instances/VMs
on the same physical server.

7. If no other physical server exists (after step 4), then replication will not happen.

8. If the configured Number of Replicas is more than 1 then repeat steps 3-7 (as applicable), till either
the requisite number of replicas are selected or no more physical servers are left.

Note: In step 5 as well as step 6, the selected AMS instance would be overloaded.
Example:

Consider the following scenario where there are two physical servers, each running 3 VMs. Each VM
has one instance of AMS:
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¢ Physical Server 1 (ansphyserveri d=1)

e VM1:HostIDA, AMSID 1
e VM2:HostID D, AMSID 4
e VMS3:HostIDF, AMSID 7

* Physical Server 2 (ansphyserveri d =2)

e VM1:HostIDB, AMSID 2
e VM2:HostIDE, AMSID5
e VM3:HostIDG, AMSID 8

Physical Server 1 Physical Server 2
AMS D 1 [Host-ID A) AMS 1D 2 (Host-10 B)
>—<—_—_ﬂ
—
e

AMSID 5 [Most-ID E)
AMS 1D 4 [Host-ID O

AMS ID 8 [Host-ID G)
AMSID 7 [Host-ID F)

|

Figure 16: AMS Replication for VM-based Deployment (Number of Replicas=1)

Considering the number of Replicas as '1', the replication logic in this case will be as follows:
* To calculate replica, AMS list is sorted based on Physical Server ID and Host-ID:

e 1A:AMSID 1
e 1D:AMSID4
e 1F:AMSID7
e 2B:AMSID2
e 2E:AMSID5
e 2G:AMSID S8
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Within each physical server sorted Host ID list is:

1. 1:ADF
2. 2:BEG

Each AMS replicates to AMS running on next physical server in the list and having same index in
sorted Host-ID list.

Hence, replication will be:

e AMSID 1 will replicate to AMS ID 2
e AMSID 4 will replicate to AMS ID 5
e AMSID 7 will replicate to AMS ID 8
e AMSID 2 will replicate to AMSID 1
e AMSID 5 will replicate to AMS ID 4
e AMSID 8 will replicate to AMS ID 7
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Figure 17: AMS Replication for VM-based Deployment (Number of Replicas=1) when one AMS
instance/VM is down and overload is not allowed

If AMS ID 4 goes down or its VM goes down and the semi-static parameter
‘amsover | oadal | owedf or repl i cati on’is set to false, then replication will be:

e AMSID 1 will replicate to AMS ID 2
e AMSID 7 will replicate to AMS ID 8
e AMSID 2 will replicate to AMS ID 1
e AMSID 5 will NOT replicate

e AMSID 8 will replicate to AMS ID 7

Note: AMS ID 5 will not be able to replicate in this case.
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Figure 18: AMS Replication for VM-based Deployment (Number of Replicas=1) when one
instance/VM is down and overloaded

If AMSID 4 is down and ‘ansover | oadal | owedf orrepl i cati on’is TRUE, then replication will
be:

o AMSID 1 will replicate to AMS ID 2
e AMSID 7 will replicate to AMS ID 8
e AMSID 2 will replicate to AMS ID 1
e AMSID 5 will replicate to AMS ID 7
* AMS ID 8 will replicate to AMS ID 7

Note: AMS ID 7 is overloaded in this case as both AMS 5 and AMS 8 are replicating to it.
When AMS ID 4 comes up again, the initial replication pattern will get restored:
e AMSID 1 will replicate to AMS ID 2
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e AMSID 4 will replicate to AMSID 5
e AMSID 7 will replicate to AMS ID 8
e AMSID 2 will replicate to AMSID 1
e AMSID 5 will replicate to AMS ID 4
e AMSID 8 will replicate to AMS ID 7

5.3 Transaction Capability and Database Integrity

The database used in the AMS supports full transactional database capabilities, consisting of:

¢ Committed checkpoints after transaction completion to ensure database integrity
* Log records that provide journal files to reapply the changes on the database after the last checkpoint

Database integrity is assured by using a single table design in the AMS. This method has the advantage
that the efforts to ensure database integrity are limited to the items as described under transactional
capabilities above.

The integrity of the replica data is further ensured by using SCTP checksum calculations and error
detection.

5.4 Contingency

The AMS provides graceful behaviour to accommodate the following contingency situations:

* When the AMS master node becomes unavailable

* When the AMS replica node becomes unavailable

¢ When the RAID-1 mirrored disks become unreadable

* When the disks are running full

¢ When the message database becomes unreadable

* When the AMS is flooded under a very high peak of incoming messages

5.5 Availability

Seamless scalability, in combination with multiple replicas, ensures the AMS has extremely high
availability. Availability can easily be boosted by adding AMS nodes to the SMS network and defining
a replica for the message queues to assure delivery if an AMS node fails.

This example illustrates this process. In this example, the AMS is configured such that under normal
operating conditions, it will store a replica of each incoming message. The diagram below shows that
the incoming MO message is handled by AMS-1 (the master for queue 2). The master (AMS-1) is
responsible for providing the replicas (on node AMS-2) with a copy of the message.
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Figure 19: Incoming MO message

When node AMS-1 becomes unavailable, the other ZephyrTel Mobile Messaging nodes automatically
acknowledge it. AMS-2 becomes the active replica for messages previously sent to AMS-1 and AMS-2
becomes the new master for new messages for the recipients previously stored in AMS-1.

AMS-2 will begin delivery of messages from the replicated queue and will accept new messages, just
as the original master queue on AMS-1 did before it failed. Before the AMS takes over the active replica
role, it waits for a configurable “hold-off time” (default 60 seconds).

Figure 20: AMS taking active replica role

In the normal operation the AMS can store messages redundantly: one in the receiving AMS instance
(the master) and a second one within another instance (the replica). In case the master becomes inactive,
the replica will become active and start delivering messages.

The purge list is a list of the messages delivered by the replica while there is no master available, or
vice versa a list of messages delivered by the master when there is no replica available. This purge list
is stored in the memory. Upon successful delivery of a message that has been replicated before, the
AMS will create an entry in the purge list. This purge list is exchanged with the other AMS node in
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the AMS pair after it becomes available. With the purge list, the other AMS node is notified about the
already delivered messages, and will delete (purge) the message from its own delivery queue. This
happens during the AMS startup.

In case of double failures, thus in case where the master AMS process stops before the replica AMS is
started or fully synchronized, or vice versa when the active replica AMS process stops before the
master AMS is fully synchronized, duplicate delivery will happen due to the fact that the delivery
history of all/some of the messages in the purge list is not completely synchronized with the new
AMS instance.

5.6 Scalability

The AMS can be easily scaled up by adding additional nodes (up to 255 in total). For reliability purposes,
the AMS scales in pairs (two nodes).

To simplify scalability, the AMS supports an automatic sign-on and configuration method for newly
added AMS nodes. This “plug-and-play” mechanism guarantees that new AMS nodes are automatically
included in message distribution from the RTRs.

When more message queue storage space is required, simply add more AMS pairs to the ZephyrTel
Mobile Messaging SMS network. The diagram below illustrates a sample configuration with six AMS
nodes (a total of three AMS pairs).

4

8 ™ .
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Figure 21: Six AMS nodes (three AMS pairs)

For example, node AMS-3 is the master (M) for messages of a certain range of recipients (referred to
as queue 3) and replica (R) for messages stored in AMS-4 (referred to as queue 2).

This functionality ensures that the storage capacity of a single AMS node is never a bottleneck for the
SMS network’s buffering capacity.

5.7 Manual Control of Failover

For maintenance purposes and disaster recovery situations, it is possible to manually control the
failover mechanism and instruct an active Master or active Replica to transfer delivery to another
AMS.
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To transfer delivery, set the act i veRepl i cal denti fi er of the currently active AMS (for example,
AMS-1) to the AMS that should take control (for example, AMS-2). Control does not transfer until
AMS-2 accepts.

When AMS-2 takes control of delivery, an active indication is returned to AMS-1 and added to the
fail overControl table.
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6.1 Introduction

This chapter discusses the routing paths that are relevant for the AMS in typical SMS network
environment.

An SMS routing path is the route that an SMS message follows through the network, where each stop
is expressed in the message type at that moment. For example, the routing path MO-MT-MO defines
that the incoming mobile-originated (MO) message is first delivered to a mobile station (as an MT)
and, if this delivery fails, is routed further as a mobile-originated (MO) message (e.g. to an SMSC). So,
in fact, the actual routing path is either MO-MT or MO-MT-MO.

In summary:

* Incoming mobile-originated (MO) messages always enter the SMS network via a RTR (or RTR/FWL)
¢ Incoming application-originated (AO) messages always enter the SMS network via the HUB

* Mobile-terminated (MT) messages are delivered by the RTR

¢ Application-terminated (AT) messages leave the SMS network via the HUB.

The sections below describe the MO and AO routing paths that are relevant for the AMS in detail.

6.2 Mobile-Originated (MO) Routing Paths
Mobile-originated (MO) routing paths cover the routes of all incoming MO messages. Incoming MO
messages always arrive in the SMS network via the RTRs.

The following sections only describe the routing paths related to the AMS. For a complete overview
of all routing paths available in the SMS network, refer to the RTR Operator Manual.

6.2.1 MO-Store-MT: Store for Delivery to MS

In some cases, a first delivery attempt is not desired, and the incoming MO message should be sent
directly to the AMS for storage and later delivery.

Examples of these cases are:

* A delivery attempt was performed by another device immediately before sending the message to
the ZephyrTel Mobile Messaging system

¢ Itis known that the destination is probably not available, so a later delivery is more appropriate
* A deferred (scheduled) delivery is required at a later date/time

The diagram below shows the flow for the MO-persistent routing path.
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Figure 22: MO-Store for delivery to MS

The mobile station (MS) sends an MO message to the RTR [flow 1]. This MO message is immediately
forwarded to the appropriate AMS [flow 2] for later (scheduled) delivery.

Note: The basics of this routing path are similar to the straightforward MO traffic handling of a
traditional SMSC.

6.2.2 MO-MT-Store: Route to MS Fallback to Storage

As depicted in the diagram below, the mobile station sends an MO message to the RTR [flow 1], which
performs a first delivery attempt (FDA) [flow 2].
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Figure 23: MO-Route to MS fallback to storage

If the FDA is successful, the RTR generates a billing record (CDR) [flow 3a]; otherwise, the message
is forwarded to the AMS [flow 3b] for later delivery.

When the message reaches AMS:

¢ Itis placed in the appropriate message queue
¢ The corresponding delivery scheme determines when and how often a delivery attempt is made

Optionally, the RTR can send a status report to the message originator (not depicted in the diagram).
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6.2.3 MO-Store-AT: Store for Delivery to Application

In some cases, a first delivery attempt is not desired, and the incoming MO message should be sent

directly to the AMS for storage and later delivery.

Examples of these cases are:

¢ A delivery attempt was performed by another device immediately before sending the message to
the ZephyrTel Mobile Messaging system

¢ It is known that the destination is probably not available, so a later delivery is more appropriate

* A deferred (scheduled) delivery is required at a later date/time

The diagram shows the flow for the MO-persistent routing path.
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Figure 24: MO-Store for delivery to Application

The mobile station (MS) sends an MO message to the RTR [flow 1]. This MO message is immediately
forwarded to the appropriate AMS [flow 2] for later (scheduled) delivery to the SMS application.

Note: The basics of this routing path are similar to the straightforward MO traffic handling of a
traditional SMSC.

6.2.4 MO-AT-Store: Route to Application Fallback to Storage

As depicted in the diagram, the mobile station sends an MO message to the RTR [flow 1], which
performs a first delivery attempt (FDA) toward the SMS application [flow 2a and 2b].
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